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5Tutorial set # 

 

 

Question 1: 
Suppose that the process {𝑦t} follows an AR(1) model, with |𝜙1| < 1, find the autocovariance 

function for the process Wt = ∇yt = (yt − yt−1) in terms of 𝜙1 and σε
2, (where σε

2 is the white 

noise variance). 

Since {𝑦t} follows an AR(1) model, then we know that: 

                                           γk = Cov(yt, yt−k) = ϕk σε
2

1−ϕ2
  , k ≥ 0 

and thus: 

Cov(𝑊t, Wt−k) = Cov[(yt − yt−1, yt−k − yt−k−1)] 

= cov(yt, yt−k) + cov(yt, −yt−k−1) + cov(−yt−1, yt−k) + cov(−yt−1, −yt−k−1) 

=
𝜎𝜀

2

1 − ϕ2
[ϕk − ϕk+1 − ϕk−1 + ϕk] 

=
σε

2

1 − ϕ2
[2ϕk − ϕk+1 − ϕk−1] 

 

 

:Question 2 
Let  the process {𝑦t} follows an AR(2) model, with the following special form: yt = 𝜙2 yt−2 +

𝜀𝑡, use the general method to find the values of 𝜙2 that make the process stationary. 

The variance of the process {𝑦t} is: 

Var(yt) = Var(ϕ2 yt−2 + εt) = ϕ2
2Var(yt−2) + σε

2 

and for the process {𝑦t} to be stationary, then the following must be satisfied: 

𝑉𝑎𝑟(𝑦t) = 𝑉𝑎𝑟(𝑦t−2) 

thus, 

𝑉𝑎𝑟(𝑦t) = 𝜙2
2Var(𝑦t) + σε

2 

or,  

𝑉𝑎𝑟(𝑦t) =
σε

2

1 − 𝜙2
2 

for 𝑉𝑎𝑟(𝑦t) to be finite then we have to put some conditions on the parameter 𝜙2, which is 

|𝜙2| < 1, and hence this is the stationarity condition for this process. 
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Question 3: 
Let  the process {𝑦t} follows an AR(2) model, with the following parameter values:  𝜙1 =

0.5,  𝜙2 = −0.5: 

1- is the process {𝑦t} stationary? 

The stationarity conditions for the AR(2) process are: 

|ϕ2| < 1 ⟹ |−0.5|  (< 1 ) 

ϕ1 + ϕ2 < 1 ⟹ 0.5 − 0.5 = 0  (< 1) 

                          ϕ2 − ϕ1 < 1 ⟹ −0.5 − 0.5 = −1   (< 1) 

and since all stationarity conditions are satisfied then the process {𝑦t} is stationary. 

2- find the 𝜓𝑗 weights in the general linear process. 

To find the 𝜓𝑗 weights in the general linear process, we rewrite the model in the following form: 

𝑦𝑡 = (1 − 0.5 B + 0.5𝐵2)−1εt 

and from the form of general linear process: 

𝑦𝑡 = (1 − 0.5 B + 0.5𝐵2)−1εt 

we thus can find the 𝜓𝑗 weights by equating the coefficients of the terms B in the following 

equation: 

(1 − 0.5 B + 0.5𝐵2)(𝜓0 + 𝜓1B + 𝜓2B2 + 𝜓3B3 + ⋯ ) = 1 

so, the coefficient of: 

B0:  1 × 𝜓0 = 1 ⟹ 𝜓0 = 1  

B1:  −0.5 + 𝜓1 = 0 ⟹ 𝜓1 = 0.5  

B2:  𝜓2 − 0.5𝜓1 + 0.5 = 0 ⟹ 𝜓2 = 0.5𝜓1 − 0.5 

B3:  𝜓3 − 0.5𝜓2 + 0.5𝜓1 = 0 ⟹ 𝜓3 = 0.5𝜓2 − 0.5𝜓1 

and continuing in the same manner, we can see that the general form of these weights takes the 

form: 

𝜓𝑗 = 0.5𝜓𝑗−1 − 0.5𝜓𝑗−2  , 𝑗 ≥ 2  
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Question 4: 
Let  the process {𝑦t} follows an AR(2) model, for the following cases find the roots of the 

characteristic equation, and check if the process is stationary: 

1- with parameters: 𝜙1 = 0.6,  𝜙2 = −0.8 

the process {𝑦t} takes the form: 

𝑦𝑡 = 0.6𝑦𝑡−1 −  0.8 𝑦𝑡−2 + 𝜀𝑡 

⟹ (1 − 0.6 𝐵 + 0.8𝐵2)𝑦𝑡 = εt 

thus, the characteristic equation has the form: 

(1 − 0.6 𝐵 + 0.8𝐵2) = 0 

and to find its roots we equate it to zero: 

 

⟹ (1 − 0.2 𝐵) (1 − 0.4𝐵) = 0 

(1 − 0.2 𝐵 ) = 0 ⟹ 𝐺1
−1 =

1

0.2
= 5 > 1 

(1 − 0.4 𝐵 ) = 0 ⟹ 𝐺2
−1 =

1

0.4
= 2.5 > 1 

 thus the process satisfies the stationarity conditions. 

2- with parameters: 𝜙1 = 2.4,  𝜙2 = −0.8 

the process {𝑦t} takes the form: 

𝑦𝑡 = 2.4𝑦𝑡−1 −  0.8 𝑦𝑡−2 + εt 

⟹ (1 − 2.4 𝐵 + 0.8𝐵2)𝑦𝑡 = 𝜀𝑡 

thus, the characteristic equation has the form: 

𝜙(𝐵) = (1 − 2.4 𝐵 + 0.8𝐵2) 

and to find its roots we equate it to zero: 

(1 − 2.4 𝐵 + 0.8𝐵2) = 0 

⟹ (1 − 2𝐵) (1 − 0.4𝐵) = 0 

(1 − 2𝐵 ) = 0 ⟹ 𝐺1
−1 =

1

2
< 1 

(1 − 0.4 𝐵 ) = 0 ⟹ 𝐺2
−1 =

1

0.4
= 2.5 > 1 

and since one of the roots is not greater than 1, the process is not stationary. 

 

 

 

 

 

 

:Question 5 
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Find the Yule-Walker equations for the following models and solve these equations to get values 

for 𝜌1 and 𝜌2. 

1- yt − 0.8yt−1 = 𝜀𝑡 

Multiplying both sides by yt−k, and taking the mathematical expectation: 

𝐸(yt yt−k) = 0.8𝐸(yt−1 yt−k) + 𝐸(𝜀𝑡 yt−k) 

 

⇒  𝛾𝑘 = 0.8𝛾𝑘−1 + 𝐸(𝜀𝑡 yt−k) 

Now notice that 𝑌𝑡−𝑘 depends only on  𝜀𝑡−𝑘, 𝜀𝑡−𝑘−1, …, then: 

𝐸[𝜀𝑡𝑦𝑡−𝑘] = {
σε

2     , k = 0
0    , k = 1,2,3

 

so, 

𝛾0 = 0.8𝛾−1 + σε
2 

= 0.8𝛾1 + 𝜎𝜀
2, 

𝛾𝑘 = 0.8𝛾𝑘−1, 𝑘 > 0 

from which we can calculate the ACF 𝜌𝑘: 

𝜌𝑘 = 0.8𝜌𝑘−1   , 𝑘 = 1,2, …  

these are the Yule-Walker equations for this model. 

For example, for 𝑘 = 1: 

𝜌1 = 0.8𝜌0 = 0.8 

and for 𝑘 = 2: 

𝜌2 = 0.8𝜌1 ⟹ 𝜌2 = 0.82 = 0.64 

2- yt − 0.9yt−1 + 0.4yt−2 = 𝜀𝑡 

Multiplying both sides by yt−k, and taking the mathematical expectation: 

𝛾𝑘 = 𝐸[𝑦𝑡𝑦𝑡−𝑘] = 0.9𝐸[𝑦𝑡−1𝑦𝑡−𝑘] − 0.4 𝐸[𝑦𝑡−2𝑦𝑡−𝑘] + 𝐸[𝜀𝑡𝑦𝑡−𝑘] 

and since 𝑌𝑡−𝑘 depends only on  𝜀𝑡−𝑘, 𝜀𝑡−𝑘−1, …, then: 

𝐸[𝜀𝑡𝑦𝑡−𝑘] = {
σε

2     , k = 0
0    , k = 1,2,3

 

so, 

 

𝛾0 = 0.9𝛾−1 − 0.4𝛾−2 + σε
2 

= 0.9𝛾1 − 0.4𝛾2 + 𝜎𝜀
2, 

𝛾𝑘 = 0.9𝛾𝑘−1 − 0.4𝛾𝑘−2, 𝑘 > 0 

from which we can calculate the ACF 𝜌𝑘: 

𝜌𝑘 = 0.9𝜌𝑘−1 − 0.4𝜌𝑘−2   , 𝑘 = 1,2, …  

these are the Yule-Walker equations for this model. 

For example, for 𝑘 = 1: 

𝜌1 = 0.9𝜌0 − 0.4𝜌1 

𝜌1(1 + 0.4) = 0.9 ⟹  𝜌1 =
0.9

(1 + 0.4)
= 0.643 
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and for 𝑘 = 2: 

𝜌2 = 0.9𝜌1 − 0.4𝜌0  ⟹ 𝜌2 = 0.9(0.643) − 0.4 = 0.1787 

 

 


