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Ex 1: 

Let 𝑿𝟏and 𝑿𝟐 have the covariance matrix  

 𝑨 = 𝚺 = 𝑪𝒐𝒗(𝑿) = [
𝑽𝒂𝒓(𝑿𝟏) 𝑪𝒐𝒗(𝑿𝟏, 𝑿𝟐)

𝑪𝒐𝒗(𝑿𝟐, 𝑿𝟏) 𝑽𝒂𝒓(𝑿𝟐)
] = [

𝟏 𝟒
𝟒 𝟏𝟎𝟎

] 

 where 𝑿 = [
𝑿𝟏

𝑿𝟐
]. 

1) Find the eigen values and the eigen vectors. 

Solution 1: 

 

 

So, 

𝜆1 = 100.1613532 → 𝑒1 = [
0.04030552
0.99918740

] 

      𝜆2 = 0.8386468      → 𝑒2 = [
−0.99918740
0.04030552

] 
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Note that always  𝜆1 ≥  𝜆2 ≥ 0. 

2) Find the Principles Components 𝒀 = [
𝒀𝟏

𝒀𝟐
]. 

Solution 2: 

𝑌 = [
𝑌1

𝑌2
] = 𝑒′𝑋 = 𝑒′ [

𝑋1

𝑋2
] where 𝑒 = [

𝑒1 𝑒2

0.04030552 −0.99918740
0.99918740 0.04030552

]

2×2

 

So, 

𝑌1 = 𝑒1
, 𝑋 = 𝑒1

,  [
𝑋1

𝑋2
] = [0.04030552 0.99918740] [

𝑋1

𝑋2
]      

                                = 0.04030552𝑋1 + 0.99918740𝑋2 

𝑌2 = 𝑒2
, 𝑋 = 𝑒2

,  [
𝑋1

𝑋2
] = [−0.99918740 0.04030552] [

𝑋1

𝑋2
] 

                                    = −0.99918740𝑋1 + 0.04030552𝑋2 

3) Show that 𝑻𝒓𝒂𝒄𝒆 (𝑨) = ∑ 𝑽𝒂𝒓(𝑿𝒊)
𝟐
𝒊=𝟏  = ∑ 𝝀𝒊

𝟐
𝒊=𝟏  . 

 

 

4) Show that 𝑽𝒂𝒓(𝒀𝒊) = 𝝀𝒊 for 𝒊 = 𝟏, 𝟐  and  𝑪𝒐𝒗(𝒀𝒊, 𝒀𝒋) = 𝟎, ∀ 𝒊 ≠ 𝒋 for 𝒊, 𝒋 = 𝟏, 𝟐. 

Solution 4: 

∗ 𝑉𝑎𝑟(𝑌1) = 𝑉𝑎𝑟(0.04030552𝑋1 + 0.99918740𝑋2) 

                   = 𝐶𝑜𝑣(0.04030552𝑋1 + 0.99918740𝑋2, 0.04030552𝑋1 + 0.99918740𝑋2)  
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                  = 𝑉𝑎𝑟(0.04030552𝑋1) 

                     +𝐶𝑜𝑣(0.04030552𝑋1, 0.99918740𝑋2) + 𝐶𝑜𝑣(0.99918740𝑋2, 0.04030552𝑋1) 

                     +𝑉𝑎𝑟(0.99918740𝑋2) 

                 = (0.04030552)2𝑉𝑎𝑟(𝑋1) 

                    +2(0.04030552)(0.99918740)𝐶𝑜𝑣(𝑋1, 𝑋2) 

                   +(0.99918740)2𝑉𝑎𝑟(𝑋2) 

               = 100.1613532 

               = 𝜆1. 

And the same way for showing that 𝑉𝑎𝑟(𝑌2) = 𝜆2. 

* 𝐶𝑜𝑣(𝑌1, 𝑌2) = 𝐶𝑜𝑣(0.04030552𝑋1 + 0.99918740𝑋2, −0.99918740𝑋1 + 0.04030552𝑋2) 

                         = 𝐶𝑜𝑣(0.04030552𝑋1, −0.99918740𝑋1) 

                             +𝐶𝑜𝑣(0.04030552𝑋1, 0.04030552𝑋2) 

                             +𝐶𝑜𝑣(0.99918740𝑋2, −0.99918740𝑋1) 

                             +𝐶𝑜𝑣(0.99918740𝑋2, 0.04030552𝑋2) 

                         = (0.04030552)(−0.99918740)𝑉𝑎𝑟(𝑋1) 

                             +(0.04030552)2𝐶𝑜𝑣(𝑋1, 𝑋2) 

                             −(0.99918740)2𝐶𝑜𝑣(𝑋2, 𝑋1) 

                             +(0.99918740)(0.04030552)𝑉𝑎𝑟(𝑋2) 

                         = −0.040272767734448 + 0.0064981397698816 

                              −3.99350184127504 + 4.0272767734448 

                          ≈ 0. 

By using R where 𝐶𝑜𝑣(𝑌) = 𝐶𝑜𝑣(𝑒′𝑋) = 𝑒′𝐶𝑜𝑣(𝑋)𝑒, we get the same results as the 

following: 
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5) Find the ratio of the total variance produced by 𝒀𝟏, 𝒀𝟐 and for both 𝒀𝟏 and 𝒀𝟐. 

Solution 5: 

 

 

Note that if we have 𝑌1, 𝑌2, 𝑌3, ……  , 𝑌𝑛  then: 

*The ratio of the total variance produced by 𝑌𝑗 is =
𝜆𝑗

∑ 𝜆𝑖
𝑛
𝑖=1

 . 

*The ratio of the total variance produced by  𝑌1, 𝑌2, 𝑌3, ……  , 𝑌𝑗 is =
∑ 𝜆𝑖𝑖≤𝑗

∑ 𝜆𝑖
𝑛
𝑖=1

 . 

6) Find the correlation between 𝑿 and 𝒀. 

Solution 6: 

By using R where 𝜌𝑌𝑖,𝑋𝑘
=

𝑒𝑘𝑖√𝜆𝑖

√𝑉𝑎𝑟(𝑋𝑖)
 for 𝑖, 𝑘 = 1,2, we get the following: 

 

 

 

 

 

 

 

 

 

 

 

𝜌𝑌1,𝑋1
 

 

𝜌𝑌1,𝑋2
 

 

𝜌𝑌2,𝑋1
 

 

𝜌𝑌2,𝑋2
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7) If the units of 𝑿𝟏 and 𝑿𝟐 are different or the variation between 𝑿𝟏 and 𝑿𝟐 are too    

    high, then 

    i) find the correlation of 𝑿 (𝝆𝟐×𝟐), which is better than 𝚺 as 

      𝝆 = 𝑽−𝟏𝚺𝑽−𝟏  where 𝑽 = [
√𝑽𝒂𝒓(𝑿𝟏) 𝟎

𝟎 √𝑽𝒂𝒓(𝑿𝟐)
] is the matrix standard deviation. 

     ii) use  𝝆  to: 

           a) Find the eigen values and the eigen vectors. 

           b) Find the Principles Components 𝒀 = [
𝒀𝟏

𝒀𝟐
]. 

           c) Show that 𝑻𝒓𝒂𝒄𝒆 (𝝆) = ∑ 𝟏𝟐
𝒊=𝟏  = ∑ 𝝀𝒊

𝟐
𝒊=𝟏 . (up to the student) 

           d) Show that 𝑽𝒂𝒓(𝒀𝒊) = 𝝀𝒊 for 𝒊 = 𝟏, 𝟐  and  𝑪𝒐𝒗(𝒀𝒊, 𝒀𝒋) = 𝟎, ∀ 𝒊 ≠ 𝒋 for 𝒊, 𝒋 =

                 𝟏, 𝟐. 

           e) Find the ratio of the total variance produced by 𝒀𝟏, 𝒀𝟐 and for both 𝒀𝟏 and 𝒀𝟐.       

                (up to the student) 

Solution7: 

    i) 

       

   ii) 

           a) 
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           b) We know that 𝑍 = 𝑉2×2
−1 (𝑋2×1 − 𝜇2×1) =  [

1

√𝑉𝑎𝑟(𝑋1)
0

0
1

√𝑉𝑎𝑟(𝑋2)

] ([
𝑋1

𝑋2
] − [

𝜇1

𝜇2
]), then 

             𝑌 = [
𝑌1

𝑌2
] = 𝑒′𝑍 = 𝑒′ [

𝑍1 =
𝑋1−𝜇1

√𝑉𝑎𝑟(𝑋1)

𝑍2 =
𝑋2−𝜇2

√𝑉𝑎𝑟(𝑋2)

] where 𝑒 = [
𝑒1 𝑒2

0.7071068 −0.7071068
0.7071068 0.7071068

]

2×2

 

                So, 

𝑌1 = 𝑒1
, 𝑍 = 𝑒1

,  

[
 
 
 
 

𝑋1 − 𝜇1

√𝑉𝑎𝑟(𝑋1)

𝑋2 − 𝜇2

√𝑉𝑎𝑟(𝑋2)]
 
 
 
 

= [0.7071068 0.7071068]

[
 
 
 
𝑋1 − 𝜇1

√1
𝑋2 − 𝜇2

√100 ]
 
 
 

         

                                                               = 0.7071068(𝑋1 − 𝜇1) +
0.7071068

10
(𝑋2 − 𝜇2) 

𝑌2 = 𝑒2
, 𝑍 = 𝑒2

,  

[
 
 
 
 

𝑋1 − 𝜇1

√𝑉𝑎𝑟(𝑋1)

𝑋2 − 𝜇2

√𝑉𝑎𝑟(𝑋2)]
 
 
 
 

= [−0.7071068 0.7071068]

[
 
 
 
𝑋1 − 𝜇1

√1
𝑋2 − 𝜇2

√100 ]
 
 
 

 

                                                                        = −0.7071068(𝑋1 − 𝜇1) +
0.7071068

10
(𝑋2 − 𝜇2) 

           d) By using R where 𝐶𝑜𝑣 (𝑌) = 𝐶𝑜𝑣  (𝑒′𝑍) = 𝑒′𝐶𝑜𝑣 (𝑍)𝑒 = 𝑒′𝝆 𝑒, we get the results    

               as the following: 

 

 

 

 

 

 

 

 

 

 



STAT 339  part 1 Tutorial 2 - 
 

7 
 

 

Ex2: 

Let 𝑿𝟏, 𝑿𝟐 and 𝑿𝟑 have the covariance matrix  

 𝑩 = 𝚺 = 𝑪𝒐𝒗(𝑿) = [

𝑽𝒂𝒓(𝑿𝟏) 𝑪𝒐𝒗(𝑿𝟏, 𝑿𝟐) 𝑪𝒐𝒗(𝑿𝟏, 𝑿𝟑)

𝑪𝒐𝒗(𝑿𝟐, 𝑿𝟏)

𝑪𝒐𝒗(𝑿𝟑, 𝑿𝟏)
𝑽𝒂𝒓(𝑿𝟐)

𝑪𝒐𝒗(𝑿𝟑, 𝑿𝟐)
𝑪𝒐𝒗(𝑿𝟐, 𝑿𝟑)

𝑽𝒂𝒓(𝑿𝟑)
] = [

𝟏 −𝟐   𝟎
−𝟐
𝟎

    
𝟓
𝟎

   
𝟎
𝟐
] 

 where 𝑿 = [
𝑿𝟏

𝑿𝟐

𝑿𝟑

]. 

1) Find the eigen values and the eigen vectors. 

Solution 1: 

 

2) Find the Principles Components 𝒀 = [
𝒀𝟏

𝒀𝟐

𝒀𝟑

].  (up to the student) 

3) Show that 𝑻𝒓𝒂𝒄𝒆 (𝑩) = ∑ 𝑽𝒂𝒓(𝑿𝒊)
𝟑
𝒊=𝟏  = ∑ 𝝀𝒊

𝟑
𝒊=𝟏  . 

Solution 3: 
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4) Show that 𝑽𝒂𝒓(𝒀𝒊) = 𝝀𝒊 for 𝒊 = 𝟏, 𝟐, 𝟑  and  𝑪𝒐𝒗(𝒀𝒊, 𝒀𝒋) = 𝟎, ∀ 𝒊 ≠ 𝒋 for 𝒊, 𝒋 = 𝟏, 𝟐, 𝟑. 

Solution 4: 

By using R where 𝐶𝑜𝑣(𝑌) = 𝐶𝑜𝑣(𝑒′𝑋) = 𝑒′𝐶𝑜𝑣(𝑋)𝑒, we get the same results as the 

following: 

  

5) Find the ratio of the total variance produced by 𝒀𝟏, 𝒀𝟐, 𝒀𝟑, both 𝒀𝟏 and 𝒀𝟐 and 𝒀𝟏, 𝒀𝟐 

and 𝒀𝟑 together. 

Solution 5: 

 

 

 

6) Find the correlation between 𝑿 and 𝒀. 

Solution 6: 

By using R where 𝜌𝑌𝑖,𝑋𝑘
=

𝑒𝑘𝑖√𝜆𝑖

√𝑉𝑎𝑟(𝑋𝑖)
 for 𝑖, 𝑘 = 1,2,3, we get the following: 
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7) If the units of 𝑿𝟏, 𝑿𝟐and 𝑿𝟑 are different or the variation between 𝑿𝟏, 𝑿𝟐and 𝑿𝟑 are    

    too high, then 

    i) find the correlation of 𝑿 (𝝆𝟑×𝟑). 

     ii) use  𝝆  to: 

           a) Find the eigen values and the eigen vectors. 

           b) Find the Principles Components 𝒀 = [
𝒀𝟏

𝒀𝟐

𝒀𝟑

]. 

           c) Show that 𝑻𝒓𝒂𝒄𝒆 (𝝆) = ∑ 𝟏𝟑
𝒊=𝟏  = ∑ 𝝀𝒊

𝟑
𝒊=𝟏 .  

           d) Show that 𝑽𝒂𝒓(𝒀𝒊) = 𝝀𝒊 for 𝒊 = 𝟏, 𝟐, 𝟑  and  𝑪𝒐𝒗(𝒀𝒊, 𝒀𝒋) = 𝟎,∀ 𝒊 ≠ 𝒋 for 𝒊, 𝒋 =

                 𝟏, 𝟐, 𝟑. 

           e) Find the ratio of the total variance produced by all different ways in Principles    

               Components.  

Solution7: 

 (up to the student) 

 

 


