Student's t-test
We use this test for comparing the means of two treatments, even if they have different numbers of replicates. In simple terms, the t-test compares the actual difference between two means in relation to the variation in the data (expressed as the standard deviation of the difference between the means). 

Procedure
First, we will see how to do this test using "pencil and paper" (with a calculator to help with the calculations). Then we can see how the same test can be done in a statistical package (Microsoft 'Excel')
1. List the data for treatment 1.

2. List the data for treatment 2.

2. Record the number (n) of replicates for each treatment (the number of replicates for treatment 1 being termed n1 and the number for treatment 2 being termed n2)

3. Calculate mean of each treatment (
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1 and 2).

4. Calculate  2 for each treatment; call these  12 and  22
5. Calculate the variance of the difference between the two means (d2) as follows
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6. Calculate d (the square root of d2)

7. Calculate the t value as follows:
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(when doing this, transpose [image: image4.png]
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1 so that you always get a positive value)

8. Enter the t-table at (n1 + n2 -2) degrees of freedom; choose the level of significance required (normally p = 0.05) and read the tabulated t value.

9. If the calculated t value exceeds the tabulated value then the means are significantly different. 
10. Now compare your calculated t value with tabulated values for higher levels of significance (e.g. p = 0.01). These levels tell us the probability of our conclusion being correct. For example, if our calculated t value exceeds the tabulated value for p = 0.05, then there is a 95% chance of the means being significantly different (or 99% for p = 0.01, 99.9% for p = 0.001). By convention, we say that a difference between means at the 95% level is "significant", a difference at 99% level is "highly significant" and a difference at 99.9% level is "very highly significant". 

What does this mean in "real" terms? Statistical tests allow us to make statements with a degree of precision, but cannot actually prove or disprove anything. A significant result at the 95% probability level tells us that our data are good enough to support a conclusion with 95% confidence (but there is a 1 in 20 chance of being wrong). In biological work we accept this level of significance as being reasonable.

Student's t-test: a worked example
Suppose that we measured the biomass (milligrams) produced by bacterium A and bacterium B, in shake flasks containing glucose as substrate. We had 4 replicate flasks of each bacterium. 

	 
	Bacterium A
	Bacterium B
	 

	Replicate 1
	520
	230
	 

	Replicate 2
	460
	270
	 

	Replicate 3
	500
	250
	 

	Replicate 4
	470
	280
	 

	 x
	1950
	1030
	Total (= sum of the 4 replicate values)

	n
	4
	4
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	487.5 
	257.5
	Mean (= total / n)

	 x2 
	952900 
	266700
	Sum of the squares of each replicate value

	 x)2 
	3802500
	1060900
	Square of the total ( x). It is not the same as x2
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	950625 
	265225
	 

	d2
	2275 
	1475
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	 2 
	758.3 
	491.7
	 2 = d2 / n-1
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= 189.6 + 122.9
= 312.5
	
d2 is the variance of the difference between the means

	d 
	= 17.68
	 d2 (the standard deviation of the difference between the means)
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	= 230/17.68 = 13.0


Entering a t table at 6 degrees of freedom (3 for n1 + 3 for n2) we find a tabulated t value of 2.45 (p = 0.05) going up to a tabulated value of 5.96 (p = 0.001). Our calculated t value exceeds these, so the difference between our means is very highly significant. Clearly, bacterium A produces significantly more biomass when grown on glucose than does bacterium B.

	Degrees of Freedom 
	Probability, p

	 
	0.1
	0.05
	0.01
	0.001

	1
	6.31
	12.71
	63.66
	636.62

	2
	2.92
	4.30
	9.93
	31.60

	3
	2.35
	3.18
	5.84
	12.92

	4
	2.13
	2.78
	4.60
	8.61

	5
	2.02
	2.57
	4.03
	6.87

	6
	1.94
	2.45
	3.71
	5.96

	7
	1.89
	2.37
	3.50
	5.41

	8
	1.86
	2.31
	3.36
	5.04

	9
	1.83
	2.26
	3.25
	4.78

	10
	1.81
	2.23
	3.17
	4.59

	11
	1.80
	2.20
	3.11
	4.44

	12
	1.78
	2.18
	3.06
	4.32

	13
	1.77
	2.16
	3.01
	4.22

	14
	1.76
	2.14
	2.98
	4.14

	15
	1.75
	2.13
	2.95
	4.07

	16
	1.75
	2.12
	2.92
	4.02

	17
	1.74
	2.11
	2.90
	3.97

	18
	1.73
	2.10
	2.88
	3.92

	19
	1.73
	2.09
	2.86
	3.88

	20
	1.72
	2.09
	2.85
	3.85

	21
	1.72
	2.08
	2.83
	3.82

	22
	1.72
	2.07
	2.82
	3.79

	23
	1.71
	2.07
	2.82
	3.77

	24
	1.71
	2.06
	2.80
	3.75

	25
	1.71
	2.06
	2.79
	3.73

	26
	1.71
	2.06
	2.78
	3.71

	27
	1.70
	2.05
	2.77
	3.69

	28
	1.70
	2.05
	2.76
	3.67

	29
	1.70
	2.05
	2.76
	3.66

	30
	1.70
	2.04
	2.75
	3.65


Student's t-test: the worked example using "Excel" (Microsoft) spreadsheet
The screen for "Excel" (not shown here) has cells arranged in columns A-F... and rows 1-10... For the print-out below, row 1 was used for headings and column A for replicate numbers. The data for Bacterium A were entered in cells B2,3,4,5 and data for Bacterium B in cells C2,3,4,5 of the spreadsheet. From the Tools option at the top of the screen, we select Data analysis. This displays Analysis options and from the drop-down menu we select t-test: Two-sample assuming equal variances. Then we click OK and enter cells B2-5 for Variable range 1, cells C2-5 for Variable range 2, and a free cell (e.g. A7) for output range (choose the top-left cell of the area where you want the results of the analysis to be displayed). Then click OK and the printout appears.

	Replicate
	Bacterium A
	Bacterium B

	1
	520
	230

	2
	460
	270

	3
	500
	250

	4
	470
	280

	 
	 
	 

	t-Test: Two-Sample Assuming Equal Variances

	 
	Bacterium A
	Bacterium B

	Mean
	487.5
	257.5

	Variance
	758.3333
	491.6667

	Observations
	4
	4

	Pooled Variance
	625
	 

	Hypothesized Mean Difference
	0
	(The test will "ask" what is the probability of obtaining our given results by chance if there is no difference between the means?)

	df
	6
	 

	t Stat
	13.01076
	(This shows the t value calculated from the data)

	P(T<=t) one-tail
	6.35E-06
	 

	t Critical one-tail
	1.943181
	 

	P(T<=t) two-tail
	1.27E-05
	(This shows the probability of getting our calculated t value by chance alone. That probability is extremely low, so the means are significantly different)

	t Critical two-tail
	2.446914
	(This shows the t value that we would need to exceed in order for the difference between the means to be significant)


We are given the column means, the pooled variance, the number of observations (n), the hypothesis (none was selected), the df, the calculated t value, and four other entries. The first two of these refer to a one-tailed t-test (i.e. if we wish to test only that one particular mean is larger (or smaller) than the other. The final two entries refer to a two-tailed test, where we do not specify the "direction" of the test. For most purposes, we use a two-tailed test. In each case we are shown the probability that our calculated t-value is equal to or less than the "tabulated" t-value (shown as "Critical t"). Note that the calculated t-value (13.0) vastly exceeds the critical t-value (two-tailed); the means for the bacteria are significantly different at p = 1.27 x 10-5. In other words, there is a probability of about 1 in 100,000 that we would get our observed difference between the means by chance alone. 

The analysis for a t-test always pools the variances and, strictly speaking, it is only valid if the variances of the two treatments are similar. In the analysis above we could have selected the option "t-test: Two-sample assuming unequal variances". This would have given us the same result from our particular set of data but would have shown their separate variances as 758.33 for bacterium A and 491.67 for bacterium B.

For interest, let us ask if these variances are different in statistical terms. There is a simple test for this: divide the larger variance by the smaller (758.33 / 491.67 = 1.54) and compare this variance ratio with a value from a table of ‘F’ (variance ratio) for p = 0.05. For 2 treatments there is one degree of freedom between treatments (shown as n1 in the table) and 6 df within treatments (3 for each treatment), shown as n2 in the table. The tabulated F value is 6.0. Our variance ratio (1.54) is less than this, so our variances do not differ significantly. Our t-test was valid.

