
Math 316
Solutions of the First Midterm Exam 1434, 1st semester

Q1 Prove or disprove each of the following statements:

(a) If a set fx1; x2; :::; xng is orthogonal in an inner product space X;
then it is linearly independent.
Solution: (True)
If fx1; x2; :::; xng is orthogonal in X, then for all i; j 2 f1; 2; :::; ng

hxi; xji = 0;

kxik 6= 0:

Now, let
nX
i=1

cixi = 0

where ci�s are scalars. Then, for any xj 2 fx1; x2; :::; xng; we have*
nX
i=1

cixi; xj

+
= h0; xji

)
nX
i=1

ci hxi; xji = 0

)
cj hxj ; xji = 0

)
cj kxjk2 = 0

)
cj = 0

for all j 2 f1; 2; :::; ng; which proves that the set fx1; x2; :::; xng is
linearly independent.

(b) If f (x) = lnx and � (x) = 1
x ; then f 2 L

2
� (0; 1) :

Solution: (False)

klnxk21
x
=

Z 1

0

jlnxj2 1
x
dx

Using the substitution

u = lnx; du =
1

x
dx;

x = 0) u = �1;
x = 1) u = 0;
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we get

klnxk21
x

= lim
t!�1

Z 0

t

u2du

= lim
t!�1

u3

3

����u=0
u=t

= lim
t!�1

� t
3

3
= 1

Therefore, f =2 L21
x

(0; 1) :

Q2 Consider the sequence of functions

fn (x) = x
n; x 2 [0; 1]

(a) Find the limit f (x) of fn (x) as n!1:
Solution:

f (x) = lim
n!1

xn =

�
0; 0 � x < 1
1; x = 1

(b) Does fn (x) converge to f (x) uniformly? Justify your answer.
Solution:
fn (x) does not converge uniformly to f (x) because the function
fn (x) = x

n is continuous on [0; 1] for all n 2 N; but f (x) is not.
(c) Does fn (x) converge to f (x) in L2 ([0; 1])? Justify your answer.

Solution: yes

fn
L2! f , lim

n!1
kfn � fk = 0

Now,

lim
n!1

kfn � fk = lim
n!1

kxn � 0k

= lim
n!1

�Z 1

0

jxnj2 dx
� 1

2

= lim
n!1

�Z 1

0

x2ndx

� 1
2

= lim
n!1

 
x2n+1

2n+ 1

����1
0

! 1
2

= lim
n!1

1p
2n+ 1

= 0:
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Q3 Consider the eigenvalue problem

Lu+ �u = 0; x 2 [a; b] ; (1)

u (a) = 0; u (b) = 0

(a) Prove that if L is a self-adjoint operator, then � 2 R.
Solution:
If L is a self-adjoint operator, then

hLu; ui = hu; Lui (2)

for any u 2 L2 ([a; b]) : Now, let � be an eigenvalue of �L and let u
be the corresponding eigenfunction, then

hLu; ui = h��u; ui = �� hu; ui = �� kuk2 ;

On the other hand, we have

hu; Lui = hu;��ui = �� hu; ui = �� kuk2 ;

Using (2) ; we get
�� kuk2 = �� kuk2

but since kuk 6= 0 (because u is an eigenfunction), the above equation
leads to

�� = ��

i.e. � 2 R:
(b) Show that if L =

�
1 + 3x2

�
d2

dx2 + 6x
d
dx in problem (1), then L is a

self-adjoint operator.
Solution:

If L =
�
1 + 3x2

�
d2

dx2 + 6x
d
dx ; then we have

1)
p (x) = 1 + 3x2; q (x) = 6x; r (x) = 0

are all real functions.
2)

p0 (x) = 6x = q (x)

3) For any eigenfunctions u and v of (1), we have

p
�
u
0
v � uv0

����b
a
= p (b)

�
u
0
(b) v (b)� u (b) v0 (b)

�
� p (a)

�
u
0
(a) v (a)� u (a) v0 (a)

�
= p (b)

�
u
0
(b) (0)� (0) v0 (b)

�
� p (a)

�
u
0
(a) (0)� (0) v0 (a)

�
= 0

i.e. L is a self-adjoint operator.
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Q4 Consider the eigenvalue problem

u00 + 2u0 + �u = 0; x 2 [0; 1] ; (3)

u (0) = 0; u (1) = 0

(a) Find the eigenvalues and eigenfunctions of problem (3).
Solution:
The auxiliary equation is

m2 + 2m+ � = 0;

which have the solution

m = �1�
p
1� �;

Thus, we have the following cases:
1) If � = 1; then there is one root m = �1 and the general solution
of (3) is given by

u (x) = c1e
�x + c2xe

�x

Using the boundary conditions, we have

u (0) = c1e
0

) 0 = c1

and

u (1) = c2e
�1

) 0 = c2e
�1

) 0 = c2

That is, u (x) = 0; which is not acceptable. Thus, � = 1 is not an
eigenvalue of (3) :
2) If � < 1; then we have two real roots m1 = �1 �

p
1� � and

m2 = �1 +
p
1� �; and the general solution is given by

u (x) = c1e
m1x + c2e

m2x

Using the boundary conditions, we have

u (0) = c1e
0 + c2e

0

) 0 = c1 + c2

) c2 = �c1

and

u (1) = c1e
m1 + c2e

m2

) 0 = c1e
m1 � c1em2

) 0 = c1 (e
m1 � em2)

but, em1 � em2 6= 0 because the exponential function is one-to-one.
Therefore, c1 must be zero, and consequently u (x) = 0: Thus, there
are no eigenvalue of (3) in (�1; 1) :
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3) If � > 1; we have two complex roots m1 = �1 �
p
�� 1i and

m2 = �1 +
p
�� 1i: The general solution is given by

u (x) = e�x
�
c1 cos

p
�� 1x+ c2 sin

p
�� 1x

�
Using the boundary conditions, we have

u (0) = e0 (c1 cos 0 + c2 sin 0)

) 0 = c1

and

u (1) = e�1c2 sin
p
�� 1

) 0 = c2 sin
p
�� 1

but c2 6= 0, otherwise we would have a zero eigenfunction. Thus,

sin
p
�� 1 = 0

)
p
�� 1 = n�; n 2 N

The eigenvalues of (3) are thus given by

�n = n
2�2 + 1; n 2 N

and the corresponding eigenfunctions are

un (x) = e
�x sinn�x; n 2 N

(b) Show that L is not a self-adjoint operator.
Solution:
In (3) ; L is given by

L =
d2

dx2
+ 2

d

dx
(4)

and since
p0 (x) = 0 6= 2 = q (x)

L is not a self-adjoint operator.

(c) Transform L into a self-adjoint operator.
Solution:
We �rst �nd the function � (x) > 0 that produces a formally self-
adjoint operator �L:

� (x) =
1

p (x)
e
R q(x)

p(x)
dx

=
1

1
e
R

2
1dx

= e2x

Therefore,

�L = e2x
d2

dx2
+ 2e2x

d

dx
is a formally self-adjoint operator. It is a self-adjoint operator for the
above speci�c problem since the boundary conditions are separated
and homogenous.
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(d) Write the orthogonality relation between the eigenfunctions of prob-
lem (3).
Solution:
The eigenfunction of the operator �L are eigenfunction of the self-
adjoint operator ��L. Therefore, these eigenfunctions are orthogonal
in L2� (0; 1) : Namely, for n 6= m we have



e�x sinn�; e�x sinm�

�
e2x
=

Z 1

0

�
e�x sinn�

� �
e�x sinm�

�
e2xdx = 0

Eyman Alahmadi
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