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B.1. Fixed Point Iteration

• Also known as one-point iteration or successive 
substitution

• To find the root for f(x) = 0, we reformulate f(x) = 0 so 
that there is an x on one side of the equation.
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• If we can solve g(x) = x, we solve f(x) = 0.

– x is known as the fixed point of g(x).

• We solve g(x) = x by computing

until xi+1 converges to x.
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Fixed Point Iteration – Example
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Reason: If x converges, i.e. xi+1 xi
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Fixed Point Iteration
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• There are infinite ways to construct g(x) from f(x).

For example,

So which one is better?

(ans: x = 3 or -1)

Case a: Case b: Case c:
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aCase
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1. x0 = 4

2. x1 = 3.31662

3. x2 = 3.10375

4. x3 = 3.03439

5. x4 = 3.01144

6. x5 = 3.00381
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1. x0 = 4

2. x1 = 1.5

3. x2 = -6

4. x3 = -0.375

5. x4 = -1.263158

6. x5 = -0.919355

7. x6 = -1.02762

8. x7 = -0.990876

9. x8 = -1.00305

1. x0 = 4

2. x1 = 6.5

3. x2 = 19.625

4. x3 = 191.070

Converge!

Converge, but slower

Diverge!
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How to choose g(x)?

• Can we know which g(x) would converge to 
solution before we do the computation?
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Convergence of Fixed Point Iteration

According to the derivative mean-value theorem, if g(x) and g'(x)
are continuous over an interval xi ≤ x ≤ α, there exists a value x = 
c within the interval such that
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• Therefore, if |g'(c)| < 1, the error decreases with each 

iteration. If |g'(c)| > 1, the error increase.

• If the derivative is positive, the iterative solution will be 

monotonic.

• If the derivative is negative, the errors will oscillate.
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Demo

(a) |g'(x)| < 1, g'(x) is +ve

 converge, monotonic 

(b) |g'(x)| < 1, g'(x) is -ve

 converge, oscillate

(c) |g'(x)| > 1, g'(x) is +ve

 diverge, monotonic

(d) |g'(x)| > 1, g'(x) is -ve

 diverge, oscillate

http://www.apropos-logic.com/nc/FixedPointIteration.html













