
Linear regression example
Consider the experimental data in Table 11.1, which were obtained from 33
samples of chemically treated waste in a study conducted at Virginia Tech.
Readings on x, the percent reduction in total solids, and y, the percent
reduction in chemical oxygen demand, were recorded.



The data are plotted in a scatter diagram in Figure 11.3. From an inspection of
this scatter diagram, it can be seen that the points closely follow a straight
line, indicating that the assumption of linearity between the two variables
appears to be reasonable.



Model Assumptions

•The residual errors are random and are normally distributed.

•The standard deviation of the residual error does not depend on X

•A linear relationship exists between X and Y

•The samples are randomly selected https://youtu.be/h8cTBrYHWqA



We shall find b0 and b1, the estimates of β0 and β1, so that the sum of the
squares of the residuals is a minimum. The residual sum of squares is often
called the sum of squares of the errors about the regression line and is
denoted by SSE. This minimization procedure for estimating the parameters is
called the method of least squares. Hence, we shall find a and b so as to
minimize

Given the sample {(xi, yi); i = 1, 2,...,n}, the least squares estimates b0 and b1

of the regression coefficients β0 and β1 are computed from the formulas





Hypothesis Test for Simple Linear Regression
We will now describe a hypothesis test to determine

if the regression model is meaningful; in other

words, does the value of X in any way help predict

the expected value of Y?





Test Hypotheses using ANOVA

•Ho: X and Y are not correlated 

•Ha: X and Y are correlated 

Or

•Ho: β1 (slope) = 0 

•Ha: β1 (slope) ≠ 0

Test Statistic

In simple linear regression, this is equivalent to saying, “Are X an Y correlated?”



In reviewing the model, Y=β0+β1X+ε, as long as the slope (β1) has any non‐zero 

value, X will add value in helping predict the expected value of Y. However, if 
there is no correlation between X and Y, the value of the slope (β1) will be zero.

The model we can use is very similar to One Factor ANOVA.

The Results of the test can be summarized in a special ANOVA table:



Decision: Since the value of F statistics is large
F= 325.08, Then  The F-value is significant at 
the 0.0000 level, suggesting strong evidence 
that β1 ≠ 0.
So, we can’t accept H0


