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denoted by Arg z, is that unique value © such that —7 < ® < z. Evidently, then,
(2) argz = Arg 7 + 2nmw (n=0,=£l1,£2,..)).

Also, when z is a negative real number, Arg z has value 7, not —m.
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EXAMPLE 1. The complex number —1 — i, which lies in the third quadrant,
has principal argument —3m /4. That is,

3
Arg(— 1—1)_—77r
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It must be emphasized that because of the restriction —m < ® < & of the principal
argument O, it is not true that Arg(—1 — i) = Sn/4.
According to equation (2),

3
arg(—1 — i) = _Tﬂ Yo (n=0,%£1,42,..).

Note that the term Arg z on the right-hand side of equation (2) can be replaced by
any particular value of arg z and that one can write, for instance,

5
arg(—1 — i) = Tﬂ tonm (n=0,%£1,42,...).
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4 " = r"ei"? (n=0,+1,£2,...).
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(6) (cos® +isinB)" =cosnf +isinnd (m=0,£1,£2,...),

this is known as de Moivre’s formula. The following example uses a special case
of it.
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Since

arg(_2 l_ 21_) = argi —arg(-2 — 2i),

) is E—(—%), or 2471 Consequently, the principal value is

one value of arg( -
—2-2i
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rnemG — roeze().

According to the statement in italics just above, then,
r"=ro and n6 =6y + 2km,

where k is any integer (k = 0, 1, £2,...). So r = ¥/ro, where this radical denotes
the unique positive nth root of the positive real number ry, and

_Oo+2km 6 4 2k
- n T n

8 (k=0,%£1,%2,..).

Consequently, the complex numbers

B 2k
7= "’roexp[i(—0+—n>:| (k:O,:I:l,iZ,)
n n

are the nth roots of zo. We are able to see immediately from this exponential form
of the roots that they all lie on the circle |z| = /rp about the origin and are equally
spaced every 2m/n radians, starting with argument 6y/n. Evidently, then, all of the
distinct roots are obtained when k =0, 1,2,...,n — 1, and no further roots arise
with other values of k. We let ¢, (k =0, 1,2, ...,n — 1) denote these distinct roots
and write

6 2
1) ok = c/ﬁexp[i<—n? + ﬂ)] *k=0,1,2,...,n~1).

n

(See Fig. 11.)

Cr1

FIGURE 11
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We shall let Zo/ " denote the set of nth roots of zg. If, in particular, zg is a
positive real number ry, the symbol rO " denotes the entire set of roots; and the
symbol {/ro in expression (1) is reserved for the one positive root. When the value
of 6y that is used in expression (1) is the principal value of argzy (—7 < 6y < ),
the number cy is referred to as the principal root. Thus when zg is a positive real
number ry, its principal root is /rg.
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Observe that if we write expression (1) for the roots of zg as

o 2%
o = Yo exp(i—o) exp(i—”) (k=0,1,2,....n—1),
n n
and also write

2) w, = exp(i2—n) ,
n

it follows from property (5), Sec. 7. of ¢’ that

2k

3) w’,j:exp(i—”> *k=01,2...n-1)
n

and hence that

4) c=cowt (k=0,1,2,....,n—1).

The number ¢ here can, of course, be replaced by any particular nth root of zg,
since w, represents a counterclockwise rotation through 2z /n radians.
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) cos? & o LHcosa

enable us to write

2 2

1

2 (1 + cos ——)
%(1 — cos %)
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A set is open if it contains none of its boundary points. It is left as an exercise
to show that a set is open if and only if each of its points is an interior point. A set
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domain together with some, none, or all of its boundary points is referred to as a
region.
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A set S is bounded if every point of S lies inside some circle |z| = R
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show that the converse is, in fact, true. Thus a set is closed if and only if it contains
all of its accumulation points.
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one value to a point z in the domain of definition. These multiple-valued func-
tions occur in the theory of functions of a complex variable, just as they do in
the case of a real variable. When mu1t1ple -valued functions are studied, usually
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If two given functions # and v are harmonic in a domain D and their first-order
partial derivatives satisfy the Cauchy—Riemann equations (2) throughout D, then v
is said to be a harmonic conjugate of u. The meaning of the word conjugate here
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Hence w(x,y)=c, where c is a (real) constant (compare the proof of the theorem in Sec. 24).
That is, v(x,y)-V(x,y)=c.
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2. Suppose that v and V are harmonic conjugates of u in a domain D. This means that

u=v, u=-v and u =V, u ==V,
x y ¥y x x y y x

If w=v-V, then,

w=v-V=—u+u =0 and w =v -V =y —u =0.
x x x y y y y y x x
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3. Suppose that 4 and v are harmonic conjugates of each other in a domain D. Then

u=v, u=-v and v=u, v=-u.
y y x x y y x

It follows readily from these equations that

ux=0, uy=0 and vx=0, vy=0.

Consequently, u(x,y) and v(x,y) must be constant throughout D (compare the proof of the
theorem in Sec. 24).
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The Cauchy-Riemann equations in polar coordinates are

ru =v, and u,==rv.

Now

mo=v,=m tu =v,
and

Uy =—1V U, =—1v .
Thus

and, since v, =V, We have

2 -
r u”+mr+u69—0,
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which is the polar form of Laplace's equation. To show that v satisfies the same equation,
we observe that

1 1
u9=—rvr =>Vr =—;—u8 =>V” =-r—2uo—;u9r
and

rur =v9=>voo=m,9.

Since U, =Uu,, then,

2 = —_— — =
rv +m +v, =u —m, —u,+m 0.
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If u(r,0)=Inr, then

r2u” +mu tu, = rz[—iz]+r(-1—]+0=0.
r r

This tells us that the function u=Inr is harmonic in the domain r>0,0<0<2x. Now it

: . - 1
follows from the Cauchy-Riemann equation ru_=v, and the derivative u =— that v =1;
r

thus v(r,0)=0+¢(r), where ¢(r) is at present an arbitrary differentiable function of r. The
other Cauchy-Riemann equation u, =—-rv_ then becomes 0=-r¢’(r). That is, ¢’(r)=0; and

we see that ¢(r)=c, where ¢ is an arbitrary (real) constant. Hence v(r,0)=0+c is a
harmonic conjugate of u(r,0)=Inr.




image53.png
2) e =cosy+isiny

is used and y is to be taken in radians. We see from this definition that ¢° reduces
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3. Use the Cauchy-Riemann equations and the theorem in Sec. 21 to show that the
function f(z) = expz is not analytic anywhere.
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llz1] = |z2ll < lz1 £ 22| < |z1] + |z2].
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3. First write
exp(z)=exp(x—iy)=e*e™® =e*cosy—ie*siny,
where z=x+iy. This tells us that exp(z)=u(x,y)+w(x,y), where
u(x,y)y=e'cosy and w(x,y)=—e"siny.

Suppose that the Cauchy-Riemann equations u=v and u =-v_are satisfied at some point

z=x+i. It is easy to see that, for the functions u and v here, these equations become cos

y =0 and sin y = 0. But there is no value of y satisfying this pair of equations. We may
conclude that, since the Cauchy-Riemann equations fail to be satisfied anywhere, the function
exp(Z) is not analytic anywhere.
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12. Write Re(e!/?) in terms of x and y. Why is this function harmonic in every domain
that does not contain the origin?
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12. We start by writing

7 x-y X LY
1z x24+y* x2+y xP+y?

1 7
zZ Z

Because Re(e?)=e"cosy, it follows that

Re(e"*)=exp 2x cos 2—y ~ |=exp X leos| —2— |.
¥ +y X +y P +y* x*+y

Since e"* is analytic in every domain that does not contain the origin, Theorem 1 in Sec. 25

ensures that Re(e'?) is harmonic in such a domain.
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It should be emphasized that it is nor true that the left-hand side of equation
(3) with the order of the exponential and logarithmic functions reversed reduces to
just z. More precisely, since expression (2) can be written

logz=In|z|+iargz
and since (Sec. 29)
le*l =¢* and arg(e®) =y +2nr (n =0, +1,£2,..)
when z = x + iy, we know that

log(e®) = In|e?| + i arg(e®) = In(e*) + i(y + 2n7) = (x +iy) +2nmwi
(n=0,=£1,42,..).

That is,
) log(e*) = z + 2nmi (n=0,=x1,+£2,..).
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The distance between two points (x1, yi) and (x2, y2) is |z — z2l. This is
clear from Fig. 4, since |z — ;| is the length of the vector representing the
number

a-n=u+(-2);

and, by translating the radius vector z; — z2, one can interpret z; — 2 as the directed
line segment from the point (xa, y2) to the point (x;, y;). Alternatively, it follows
from the expression

n-n=E@-x)+ihi-y)

and definition (1) that

lz1 = 22| = V(x1 = 222 + (1 = )%

@y

FIGURE 4
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Prove that z is either real or pure imaginary ¢ 7> =z>.

(<) Suppose that 72 =z>. Then (x—iy)* =(x+iy)*, or i4xy=0. But this can be
only if either x=0 or y=0, or possibly x=y=0. Thus z is either real or pure

imaginary.

(=) Suppose that z is either real or pure imaginary. If z is real, so that z=x, then
72 =x*=z% If z is pure imaginary, so that z = iy, then z° = (—iy)* = (iy)’ = 2%
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(D 7z =r(cos@ +isinh).

If z = 0, the coordinate 6 is undefined; and so it is understood that z # 0 whenever
polar coordinates are used.
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D AR

4. f(z) is defined by means of the equations

1 when y < 0,

f@) = {4y when y > 0,

and C is the arc from z = —1 — i to z = 1 +{ along the curve y = x3.

Ans. 2+ 3i.
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4. The path C is the sum of the paths

C,:z=x+ix’ (-12x<0) and C,:z=x+ix’ (0<x<1),
Using

f(z)=1lonC, and fl)=4y=4x’ onC,,

we have

Icf(z)dz =J.C f(2)dz +JC f(2)dz =} 11+ i3x%)dx + j4x3(1 +i3x%)dx
0
= jdx+3zj 2dx+4j' 3dx+121_[x5dx

—[x] +z[ ]0 +[x] +2i[x ]0=1+i+1+2i=2+3i.
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2. Let C denote the line segment from z = i to z = 1. By observing that of all the points
on that line segment, the midpoint is the closest to the origin, show that

/ dz

ct

<42

without evaluating the integral.
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The path C is as shown in the figure below. The midpoint of C is clearly the closest point on

C to the origin. The distance of that midpoint from the origin is clearly ER the length of C

being \/5 .

ol

e
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e . 2 . .
Hence if z is any point on C, Izl2—~2—. This means that, for such a point

Consequently, by taking M =4 and L=\/5, we have

d
&

SML=4\/5.

Z
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10. Let f be an entire function such that | f(z)| < A|z| for all z, where A is a fixed
positive number. Show that f(z) = a1z, where a; is a complex constant.
Suggestion: Use Cauchy’s inequality (Sec. 52) to show that the second deriva-
tive f”(z) is zero everywhere in the plane. Note that the constant Mz in Cauchy’s
inequality is less than or equal to A(|zo[ + R).
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