
 
 
  
  
 

Department of Statistics and Operations Research 

College of Science 

King Saud University 

 

 

Probability (2) 

Exercises 

 
 

Editing by: Kholoud Basalim  

 



1 
STAT415 – Probability(2) 
 

 

Exercises 1 
 

Q1: A fair coin is tossed four times, and the sequence of heads and tails is observed.  
(a) List each of the 16 sequences in the sample space S  
(b) Let events A, B, C, and D be given by A = {at least 3 heads}, B = {at most 2 heads}, C = {heads on the 

third toss}, and D = {1 head and 3 tails} 

 If the probability set function assigns 
1

16
 to each outcome in the sample space,  find  

(i) P(A), 
(ii) P(A ∩ B),  
(iii) P(B),  
(iv) P(A ∩ C),  H.W 
(v) P(D),  
(vi) P(A ∪ C)  H.W 
(vii) P(B ∩ D). H.W 

 
Q2: If P(A) = 0.4, P(B) = 0.5, and P(A∩B) = 0.3 , Find a. P(A ∪ B), b. P(A ∩ B'), and c. P(A' ∪ B'). 
 
Q3: Given that P(A ∪ B) = 0.76 and P(A ∪ B') = 0.87, find P(A). H.W 
 
Q4: A survey is made to determine the number of households having electric appliances in a certain city. It 
is found that 75% have radios (R), 65% have irons (I), 55% have electric toasters (T), 50% have (IR), 40% 
have (RT), 30% have (IT), and 20% have all three. 
 1) Find the probability that a household has at least one of these appliances (P(R∪I∪T)).  
 2) Find P(RcUTc). 
 
Q5: Let A and B be independent events with P(A) = 0.7 and P(B) = 0.2.  
Compute (a) P(A ∩ B), (b) P(A ∪ B), and (c) P(A' ∪ B'). 
 
Q6: Let P(A) = 0.3 and P(B) = 0.6. 
 a. Find P(A ∪ B) when A and B are independent. 
 b. Find P(A | B) when A and B are mutually exclusive. 
 
 
Q7: Bowl B1 contains two white chips, bowl B2 contains two red chips, bowl B3 contains two white and 
two red chips, and bowl B4 contains three white chips and one red chip. The probabilities of selecting bowl 
B1, B2, B3, or B4 are 1/2, 1/4, 1/8, and 1/8, respectively. A bowl is selected using these probabilities and a 
chip is then drawn at random. Find 
(a) P(W), the probability of drawing a white chip. 
(b) P(B1 |W), the conditional probability that bowl B1 had been selected, given that a white chip was 
drawn. 
 
Q8: Find the mean and variance for the following discrete distributions: 

(c) f (x) = 
4−x

6
    ,      x = 1,2,3 

(a) f (x) =  
1

5
        ,      x = 5,10,15,20,25  H.W 

 
Q9: Given E(X + 4) = 10 and E[(X + 4)2] = 116, determine  
(a) Var(X + 4), (b) μ = E(X), and (c) 2=Var(X). 
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Q10: If the mean and the variance of a binomial distribution are 10 and 5 respectively, then : 
1) Determine the probability mass function.  
2) Calculate the probability P(X = 0), P(X = 1) and P(X = 2).  
3) Calculate the probability P(X ≥ 0). 
 
Q11: H.W Suppose that the probability that a person dies when he or she contracts a certain disease is 0.4. 
A sample of 10 persons who contracted this disease is randomly chosen. Find the following 
1) The probability that exactly 4 persons will die among this sample.  
2) The probability that less than 3 persons will die among this sample.  
3) The probability that more than 8 persons will die among this sample.  
4) The expected number of persons who will die in this sample.  
5) The variance of the number of persons who will die in this sample. 
 
Q12: Let X have a Poisson distribution with a mean of 4. Find 
(a) P(2 ≤ X ≤ 5). 

(b) P(X ≥ 3). H.W 
 
Q13: Suppose that the probability of suffering a side effect from a certain flu vaccine is 0.005. If 1000 
persons are inoculated, find the approximate probability that: 
(a) At most 1 person suffers. 
(b) 4, 5, or 6 persons suffer. H.W 

 











3 
STAT415 – Probability(2) 

Exercises 2 
 

Q1: Let X be a continuous random variable on the interval (0, 1) with density function  

 

Find the cumulative function F of X . 

 

Q2: The proportion of time per day that all checkout counters in a supermarket are busy follows a 
distribution 

 

What is the value of the constant k so that f(x) is a valid probability density function ? 

 

Q3: For each of the following functions: 

(a) 𝐟(𝐱) =
𝐱𝟑

𝟒
          , 𝟎 < 𝐱 < 𝐜            ,          (𝐛)  𝐟(𝐱) =

𝟑

𝟏𝟔
𝐱𝟐     , −𝐜 < 𝐱 < 𝐜   𝐇. 𝐖       

 
(i) find the constant c so that f (x) is a pdf of a random variable X,  
(ii) find the cdf , F(x) = P(X ≤ x),  
(iii)  find  µ and 2 
 

 

Q4: Let  f(x) =  
1

2
  , −1 < x < 1   , be the pdf of X. Find the mean and variance of X. 

 
Q5: Let X have an exponential distribution with mean   > 0 . Show that : 

P(X > x + y|X > x) = P(X > y) 
 
Q6: Let X1,X2,X3,X4,X5 are independent and identically distribution exponential random variables with the   
parameter λ.  Compute P{min(X1,X2,X3,X4,X5)  a} 
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Exercises 3 – chapter 2 

Discrete  
Q1: For each of the following functions, determine the constant c so that f (x, y) satisfies the 
conditions of being a joint pmf for two discrete random variables X and Y: 
     (a) f(x, y) = c(x + 2y)                x = 1,2          y = 1,2,3 
     (b) f(x, y) = c(x + y)                x =  1,2,3     y = 1, … . , x 
 
 
Q2: Let the joint pmf of X and Y be defined by: 

f(x, y) =
x + y

32
      x = 1,2   y = 1,2,3,4 

  (a) Find 𝑓𝑋(𝑥), the marginal pmf of X. 
  (b) Find 𝑓𝑌(𝑦), the marginal pmf of Y. 
  (c) Find P(X > Y). 
  (d) Find P(Y = 2X). 
  (e) Find P(X + Y = 3). 
  (f) Find P(X ≤ 3 − Y). 
  (g) Are X and Y independent or dependent?  Why or why not? 
  (h) Find the means and the variances of X and Y, cov(x,y). 
  (i) Find P(1  Y  3 |X = 1), P(Y 2 |X = 2), and P(X = 2 |Y = 3). 
  (j) Find E(Y |X = 1) and Var(Y |X = 1). 
 
Q3: H.W 

 
Q4: 
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Q1: Let 𝑓(𝑥, 𝑦)  =  
3

16
𝑥𝑦2,     0  x  2 ,  0  y 2,  be the joint pdf of X and Y. 

 
(a) Find 𝑓𝑋(𝑥) and 𝑓𝑌(𝑦), the marginal probability density functions. 
(b) Are the two random variables independent? Why or why not? 
(c) Compute the means and variances of X and Y. 
(d) Find P(X ≤ Y). 

 
Q2: Let X and Y have the joint pdf f (x, y) = cx(1−y), 0 < y < 1, and 0 < x < 1 − y. 

(a) Determine c. 
(b) Compute P(Y < X |X ≤ 1/4). 
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Exercises 4  
 

Q1:Let f(x, y) =
3

16
xy2  ,   0 ≤ x ≤ 2  , 0 ≤ y ≤ 2 be the joint pdf of X and Y. 

(a) Find  fX(x) and fY(y) ,the marginal probability density functions. 
(b) Are the two random variables independent? Why or why not? 
(c) Compute the means and variances of X and Y. H.W 
(d) Find P(X Y ). 

Q2: Let X and Y have the joint pdf f(x, y) = x + y  , 0 ≤ x ≤ 1  , 0 ≤ y ≤ 1 . 
(a) Find the marginal pdfs fX(x)  and fY(y) . 
(b) show that f(x, y) ≡fX(x)fY(y)  .Thus, X and Y are dependent. 

 
 
Q3:Let f(x, y) = 2e−x−y  , 0 ≤ x ≤ y ≤  be the joint pdf of X and Y. Find fX(x)  and fY(y) , the marginal pdfs 
of X and Y, respectively. Are X and Y independent? H.W 
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Exercises 5 
 

Q1: Let𝑓(𝑥, 𝑦) =
3

2
   , 𝑥2 ≤ 𝑦 ≤ 1  , 0 ≤ 𝑥 ≤ 1  , be the joint pdf of  X and Y. 

(a) Find P(0  X  
1

 2
). 

(b) Find P(
1

 2
   Y  1). 

(c) Find P(X    
1

 2
 ,Y   

1

 2
). 

(d) Are X and Y independent ? Why or why not? 
 
 

Q2: Let  f(x, y) =
4

3
   , 0 < x < 1 , x3 < y < 1, zero elsewhere. 

(a) Find P(X > Y). 
 
Q3: Let X  and Y  have the joint pdf  f(x, y) = cx(1 − y) , 0 < y < 1 , 0 < x < 1 − y  . 
(a) Determine c. 

(b) Compute P(Y < X |X  
1

4
 ). 

 
Q4: Let 𝑓(𝑥, 𝑦) =

1

40
  , 0 ≤ 𝑥 ≤ 10 , 10 − 𝑥 ≤ 𝑦 ≤ 14 − 𝑥  , be the joint pdf of X and Y. 

 (a) Find fX(x)  ,the marginal pdf of X. 
(b) Determine h(y | x), the conditional pdf of Y, given that X = x. 
(c) Calculate E(Y | x), the conditional mean of Y, given that X = x. 
 

Q5: Letf(x, y) =
1

8
 , 0 ≤ y ≤ 4  , y ≤ x ≤ y + 2, be the joint pdf of X and Y. 

 (a) Find fX(x)  ,the marginal pdf of X. 
(b) Find fY(y)  ,the marginal pdf of Y. 
(c) Determine h(y | x), the conditional pdf of Y, given that X = x. 
(d) Determine g(x | y), the conditional pdf of X, given that Y = y. 
(e) Compute E(Y | x), the conditional mean of Y, given that X = x. 
(f) Compute E(X | y), the conditional mean of X, given that Y = y 
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Exercises 6 
 

Q1: Let X be a random variable with pdf f(x) = 4x3  if 0 < x < 1 and zero otherwise . Use the 

cumulative (CDF) technique to determine the pdf of the following random variable : 

(a) Y = X4 

(b) W = eX 

(c) Z = ln X 

Q2: Let X be a random variable that is uniformly distributed , X~UNIF(0,1). Use the CDF 

technique to determine the pdf of the following: 

(a) Y = X
1

4  

(b) W = e−X (H.W) 

(c) Z = 1 − e−X 

Q3: The pdf of  X is 𝑓(𝑥) = 𝜃𝑥𝜃−1  , 0 < 𝑥 < 1 , 0 < 𝜃 < ∞ . Let𝑌 = −2 𝜃 𝑙𝑛𝑋   . Use the 
cumulative (CDF) technique to determine the pdf of  Y ? (H.W) 
 
Q4: Let X have a logistic distribution with pdf 

𝑓(𝑥) =
𝑒−𝑥

(1 + 𝑒−𝑥)2 
 ,              − ∞ < 𝑥 < ∞ 

Show that 

𝑌 =
1

1 + 𝑒−𝑋
 

has a U(0, 1) distribution. (Use the CDF technique) 
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Exercises 7 
 

Q1: Let 𝑋  have the pdf 𝑓(𝑥) = 4𝑥3 , 0 < 𝑥 < 1 . Find the pdf of 𝑌 = 𝑋2. (Use direct transformation method) 
 
 

Q2: Let 𝑋  have the pdf 𝑓(𝑥) = 𝑥𝑒−
𝑥2

2
  , 0 < 𝑥 < ∞ . Find the pdf of 𝑌 = 𝑋2 . (Use direct transformation 

method) 
 
 

Q3: Let 𝑋 have a gamma distribution with 𝛼 =  3 and 𝛽 =  
1

2
. Determine the pdf of 𝑌 = √𝑋 .  

(Use direct transformation method) 
 
Q4: Rework (Question 1  in Exercise 6)  using transformation methods (direct transformation method) H.W 
Q5: Rework (Question 2  in Exercise 6)  using transformation methods (direct transformation method) H.W 
 
Q6: Let 𝑋1 , 𝑋2 denote two independent random variables, each with a χ(2)

2  distribution.  

Find the joint pdf of Y1 = 𝑋1and  𝑌2 = 𝑋1 + 𝑋2 . Note that the support of 𝑌1 ,  𝑌2 is 0 <  y1  < y2  <  ∞.  
Also, find the marginal pdf of each of Y1 and 𝑌2.   
Are Y1 and 𝑌2  independent? 
 
Q7: Let  𝑋1 𝑎𝑛𝑑  𝑋2 be independent random variables, each with pdf 

𝒇(𝒙) = 𝒆−𝒙     , 𝟎 < 𝒙 < ∞ 
Find the joint pdf of  𝑌1 = 𝑋1 − 𝑋2 𝑎𝑛𝑑 𝑌2 = 𝑋1 + 𝑋2. 
 
Q8: Let X and Y have joint pdf  𝑓(𝑥, 𝑦) = 4𝑒−2(𝑥+𝑦)  , 0 < 𝑥 < ∞  , 0 < 𝑦 < ∞, and zero otherwise. Find the joint 
pdf of 𝑈 =  𝑋/𝑌 and 𝑉 =  𝑋. 
 
Q9: Suppose that  𝑋1 and 𝑋2 are independent gamma variables, 

 
Find the joint pdf of    𝑌1 = 𝑋1 + 𝑋2  and 𝑌2 =

𝑋1

𝑋1+𝑋2
 . H.W 
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Exercises 8 
 

Q1:Let  X1, X2, X3, X4, X5 be a random sample of size 5 from a geometric distribution with  p =
1

3
. 

(a) Find the Moment-generating function  (MGF) of  Y = X1 + X2 + X3 + X4 + X5. 
(b) How is Y distributed? 

Q2:Let  X1, X2, X3 denote a random sample of size 3 from a gamma distribution with α =  7 and β =
 5. 
(a) Find the MGF of  Y = X1 + X2 + X3. 
(b) How is Y distributed? 
 
Q3: Let W = X1 + X2 + ⋯ … … . +Xh , a sum of h mutually independent and identically distributed 
exponential random variables with parameter  θ. Show that W  has a gamma distribution with 
parameters α =  h and β =θ, respectively. 
 
Q4: Let  X1, X2, … … . . , X10be a random sample of size n=10 from exponential distribution with 
parameter  θ = 2 , Xi~Exp(θ = 2) .  

(a) Find the MGF of Y = ∑ Xi
10
i=1 . 

(b) What is the pdf of  Y? 

Q5:Let X1, X2, X3 be mutually independent random variables with Poisson distributions having means 
2, 1,and 4, respectively. 
(a) Find the MGF of the sum Y = X1 + X2 + X3. 
(b) How is Y distributed? 

Q6:Generalize Q5  by showing that the sum of n independent Poisson random variables with 
respective means μ1,μ2, . . . ,μn is Poisson with mean μ1 + μ2 + ⋯ . +μn H.W 
 
 
 

 

 

Q7: Let X1, X2, … … , X20 be independent Poisson random variables with mean 1 . 

Use the Markov inequality to obtain a bound on P(∑ Xi ≥ 1520
i=0 ) . 

 

Q8: Let X be a Poisson random variable with mean 20. Use the Markov inequality to obtain a bound on 

P(X ≥ 26 ). H.W 

 

Q9 : Suppose that it is known that the number of items produced in factory during a week is a random 

variable with mean 50. Give an upper bound on the  probability that this week’s production will be 

more than or equal 75 ? 
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Exercises 9 
 

 

Q1:If X is a random variable with mean 33 and variance 16, use Chebyshev’s inequality to find : 

(a) A lower bound for 𝑃(23 <  𝑋 <  43). 
(b) An upper bound for 𝑃(|𝑋 −  33|  ≥  14). 

Q2:If 𝐸(𝑋) = 17 and 𝐸(𝑋2) = 298, use Chebyshev’s inequality to determine 

(a) A lower bound for 𝑃(10 <  𝑋 <  24). 
(b) An upper bound for 𝑃(|𝑋 −  17|  ≥  16). 

Q3:Let X be a Poisson random variable with mean 20. Use the  Chebyshev inequality to obtain 

an upper bound on P(X ≥ 26 ). 

Q4: If the number of items produced in factory during a week is random variable with mean 100 

and variance 400 ,use Chebyshev inequality  compute an upper bound on the probability that 

this week’s production will be at least 120 . H.W 
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Q5: Let 𝑌(1) <  𝑌(2) <  𝑌(3)  <  𝑌(4)  <  𝑌(5)be the order statistics of five independent observations 

from an exponential distribution that has a mean of 𝜃 =  3. 
(a) Find the pdf of the sample median 𝑌(3). 

(b) Compute the probability that 𝑌(4) is less than 5. 

(c) Determine 𝑃(1 <  𝑌(1)). 

 

Q6:Let 𝑌(1) <  𝑌(2) < ⋯ … … … … . . . <  𝑌(19)be the order statistics of 𝑛 =  19 independent 

observations from the exponential distribution with mean 𝜃. What is the pdf of 𝐘(𝟏)? H.W 

 

Q7: Consider a random sample of size n from a distribution with pdf 𝑓(𝑥) =
1

𝑥2  𝑖𝑓 1 ≤ 𝑥 < ∞ ; 

zero otherwise . 
(a) Find the pdf of the smallest order statistic, 𝑌(1) 

(b) Find the pdf of the largest order statistic, 𝑌(𝑛) 

 
Q8:Let Y(1) <  Y(2) <  Y(3)  <  Y(4)  <  Y(5) < Y(6)be the order statistics associated with 𝑛 =

 6 independent observations each from the distribution with probability density function: 

𝑓(𝑥) =
1

2
𝑥 

for 0 < 𝑥 < 2. What is the probability density function of the first, fourth, and sixth order 
statistics? H.W 

Answer:

 












