Continuous

amplitude

Analog
Signal

Digital Signal

g

Continuou
time

S

Continuous
amplitude

Discrete-time
Signal

Discrete
amplitude

g

Discrete
time
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DSP (Digital Signal Processing)

A digital signal processing scheme

Analog Band-limited Digital Processed Qutput Analog
input signal signal digital signal signal output
! Analog : : DS : ! Reconstruction !

filter ADC processor DAC filter

| |

| I I |

| v v |

| . . |

v Digital to Analog v

To avoid aliasing
for sampling

Converter

I
I
Analog to Digital :
I
I
I
I

\4

Converter

Computer / microprocessor

/ micro controller/ etc.
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Some Applications of DSP

* Noise removal from speech.

Noisy Speech

T ylw | }h M th‘u wv'u RV,UﬂVﬂUﬁq,UhvﬁU il




Some Applications of DSP

e Signal spectral analysis.

Single tone: 1000 Hz

E

Double tone: 1000 Hz
and 3000 Hz

E

Time domain

5 I
3 ﬁ'| |'ﬁ'| | l| |'1|| ) |'r'| l |'ﬁ|' | |
I
% of UL
AR IRIATRIN
NIRRT
| J | llal lul: I Vv

—ED 0.005 0.01
A Time (sec)

10 !
8 spopd 4] 1
E_ENWMHMWMﬁL|mm¢
5o m«h*h
g .l |‘J |,H,'1'U4LH\L | ‘“ IU M

—1IJD (}g(}5 0.01
C Time (sec)
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] Frequency domain

I I
| I |
| | |
g [ [ [
= | | |
D .4 st bty B
@ | 1
& ! | 1000 Hz
© [ |
E} 2__“__I____ I____T _____
P | | |
0 | |
| | |
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Some Applications of DSP

* Noise removal from image.

CEN543, Dr. Ghulam Muhammad
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Some Applications of DSP

* Image enhancement.

i .
| o :
l
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Summary Applications of DSP

—

* Speech recognition

* Speaker recognition
Digital speech and audio: | . Speech synthesis

* Speech enhancement
* Speech coding

* Image enhancement
* Image recognition
Digital Image Processing: — *Medical imaging

* Image forensics

* Image coding

* Internet audio, video, phones
Multimedia: * Image / video compression

* Text-to-voice & voice-to-text
* Movie indexing

CEN543, Dr. Ghulam Muhammad
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Sampling

For a given sampling interval T, which is defined as the time span between two sample
points, the sampling rate is given by

]
fS_T

samples per second (Hz).

For example, if a sampling period is T = 125 microseconds, the sampling rate is
determined as fs =1/125 ps or 8,000 samples per second (Hz).

Signal samples

F 1
5 ﬂ Analog signal/continuous-time signal

. Sampling interval T
ﬂ'/ \ ,-'“f i T
0 2T 4T 6T 8T

=nT
10T 12T
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Amplitude
[=]

Amplitude

Sampling - Theorem ,,,;

a. Analog frequency =0.0 (ie,DC) |

|1J. Analog frequency = 0.00 of sampling rate |

Amplitude

Time (or sample number)

22/ 23
72

Time (or sample number)

7/23
VA4

c. Analog frequency = 0.31of sampling rate

|d. Analog frequency = 0.05 of sampling rate |

Lml mnmn lthTWﬂﬂ

Amplitude
=
u
B—m—
——

NI E AL EAA

Time (or sample number) Time (or sample number)
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Sampling - Theorem

The sampling theorem guarantees that an analog signal can be in theory
perfectly recovered as long as the sampling rate is at least twice as large as
the highest-frequency component of the analog signal to be sampled.

The condition is:

_.f:'i = 2Jﬁ'l'l dX»

where fmax 18 the maximum-frequency component of the analog signal to be sampled.

For example, to sample a speech signal containing frequencies up to 4 kHz, the
minimum sampling rate is chosen to be at least 8 kHz, or 8,000 samples per
second.

CEN543, Dr. Ghulam Muhammad
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Sampling - Theorem

Sampling condition is satisfied

Sampling interval T=0.01 s
Sampling rate f.= 100 Hz | | | | | | i | |
Sinusoid freq. =4 cycles /0.1 [ /N : f’“\\ 40z /_‘}%f\\ _______
= 40 Hz 3 AR AN NN "gii !
5 R Y
N A N /
2Jﬁnax = 80 Hz {:_f:i- TN Ei?}y{_/{;______i___}_\.ﬁi’i,’i{___ﬁ_____}ﬁ}_\z__
Sampling condition is satisfied, : . . . . . 5 | .
. . . 0 0.01 002 003 004 005 006 007 008 0.09 0.1
so reconstruction from digital Time (sec)
to analog is possible.
Sampling condition is not satisfied
o [some] i [wome]l i G ]
ARIAVIAY ‘Tﬂ. /\ 4 ﬁ‘“*jﬁﬂ
Do this by yourself! —» 8 o4 k ]{ - qulljfgﬁ’ ______ j __________ )\r\\(f
AR STRE RV
4 f---- \/:?i____l_iﬁ_‘___.Eg:fy:_;___ij.j_____:r_\.f____,__y____l___\j___r___\./ ______ 54/_
0 CI.ICJ‘I G.I!.'.'JE Cl.l;JS CI.ICJ4 CI.;Z'JE D.I!.'.'JE- D.;CJT D.;JS I[}.ICJS 0.1
Time (sec)
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Sampling Process

In frequency domain:

l o0
X(N=% > X(f—nf)

N=—0C

X(f): Original spectrum
X(f£nf,): Replica spectrum

} X((f): Sampled spectrum

1 1 1
I$ X(f) =+t X(f 1)+ X))+ X(f —f) 4o

CEN543, Dr. Ghulam Muhammad
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Sampling Process

(f)
o 1.0
Original spectrum
B = fnax
i f
-B 0 B
Xs(f)

Lowpass filter

Original spectrum
. . O f
plus its replicas =
y I f
B Tfs—E f. f.+B
(f) Folding frequency/Nyquist limit
Original spectrum Minimum
plus its replicas | | ¢  requirement for
~fs-B i -B 0 B fs s+ B Reconstruction
Xs(f)
1
7

Reconstruction

Original spectrum not possible
plus its replicas | '

|
|
—-f.—B -f.-B -f,+B o f.-B B f, f.+B

CEN543, Dr. Ghulam Muhammad
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Shannon Sampling Theorem

For a uniformly sampled DSP system, an analog signal can be perfectly
recovered as long as the sampling rate is at least twice as large as the
highest-frequency component of the analog signal to be sampled.

f& _.f;nax E.;ﬁnax |:> f-; = 2,!;1133.;

The minimum sampling rate is called the Nyquist rate
Half of the sampling frequency is called the folding frequency.

Problem: Find the Nyquist rate for the following signal.

x(t) =3cos 507z +10sm 3007 — cos 100z

Solution:

The maximum frequency presentis 150 Hz = f__..

Therefore Nyquist rate = 2x f__ =300 Hz.

CEN543, Dr. Ghulam Muhammad
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Example 1

Problem:

Suppose that an analog signal is given as
x(1) = 5cos (27 - 10007), for t = 0

and 1s sampled at the rate of 8,000 Hz.
a. Sketch the spectrum for the original signal.

b. Sketch the spectrum for the sampled signal from 0 to 20 kHz.

Solution:
Using Euler’s identity,

i —i
E,‘.rd?er{NIl: +e 2 1000
2

Scos(2m x 10007) = 5 - ( ) — D §/2mx10001 5 5,27 10001

Hence, the Fourier series coefficients are: ¢; = 2.5, and ¢_; = 2.5,

CEN543, Dr. Ghulam Muhammad
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Example 1 - contd.

X(f)

7]

After the analog signal is sampled at the rate of 8,000 Hz, the
sampled signal spectrum and its replicas centered at the
frequencies tnf,, each with the scaled amplitude being 2.5/T

Xs(f)
2.5/T

L | 4

i IINEIR
W - 89 W Replicas, no
<\\\ additional

information.

CEN543, Dr. Ghulam Muhammad
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Case 1: f, = 2f

max

Signal Reconstruction

1 Xs(f) Ideal lowpass filter

Case 2: f, > 2f ..

we

—fs-B i -B 0 B f:+ B
Practical lowpass filter
I I
—f.-B -f -f,+B -B 0 B f-B f, f+B

CEN543, Dr. Ghulam Muhammad
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Case 3: _f_g < mea.‘{

Signal Reconstruction

X5 (f)

Perfect reconstruction is not possible, even if we use ideal low pass filter.

Aliasing

CEN543, Dr. Ghulam Muhammad
King Saud University
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Example 2

Problem:

Assuming that an analog signal is given by
x(1) = 5cos (2w - 2000¢) + 3cos (27 - 3000¢), for 1 = 0

and it 1s sampled at the rate of 8,000 Hz,
a. Sketch the spectrum of the sampled signal up to 20 kHz.

b. Sketch the recovered analog signal spectrum if an ideal lowpass filter with
a cutoff frequency of 4 kHz is used to filter the sampled signal
(¥(n) = x(n) in this case) to recover the original signal.

Solution:
Using the Euler’s identity:

. S s S 54 3
g 12 30001 + e j2a-20001¢ +_€_‘.I'_.?T 2000¢ +_Eﬂ.rd?r 3000¢

3
xX(1) =3 7 2 7

CEN543, Dr. Ghulam Muhammad
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Example 2 - contd.

----- LIl e

11-10 -6-5-3-2 =23 56 81011131416 1819

The Shannon sampling theory condition is satisfied.

Yif)

bl

23

CEN543, Dr. Ghulam Muhammad
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Example 3

Problem:

Given an analog signal

x(1) = Scos (27 x 2000¢) + 1 cos (27 x 50001), for =0,

which is sampled at a rate of 8,000 Hz,
a. Sketch the spectrum of the sampled signal up to 20 kHz.

b. Sketch the recovered analog signal spectrum if an ideal lowpass filter with

a cutoff frequency of 4 kHz 1s used to recover the original signal
(y(n) = x(n) in this case).

Solution:

Aliasing noise b Y(f)

4 27 | 1 Aliasing noise
'J L 5+% + + + .. JT/

11-10 65 _3-2 23 56 B810111314161819

f kHz

CEN543, Dr. Ghulam Muhammad

21
King Saud University



Example 4

Problem: cConsider the analog signal x(¢) =3cos 200077 + 5sin 600077 +10 cos 1200072

(a) What is the Nyquist rate for this signal?
(b) What is the discrete-time signal after sampling it at F, = 5000 samples/s?
(c) What is the analog signal y(t) that we reconstruct from the samples if we use

ideal interpolation?

Solution: (a) F =1KHz, F,=3KHz, @
Max.

Nyquist rate = 2x6K Hz = 12K Hz.

(b) x(n)=x(nT)= x[Ej

(c)

n+5sin2zx jn +10cos 27[( ) y(¢) =13c0s 20007z — 5s1n 40007z

1
5 /
=3cos2xw l n+5sin2rx 1——]n+1000s27z( ]
5 .
Alias
l 2
5

=3cos2xm

=3cos2r n+5sin2x —g)n+IOcos27z(5jn
=13cos Zﬂ(ljn —5sin 272(2);1
5 5
CEN543, Dr. Ghulam Muhammad 29

King Saud University



Decomposition and .
o The Fundamental
Synthesis Concept of DSP

dec cmpaosition

Any signal can be decomposed into additive
components, and the component signals can

be added (synthesis) to produce the original x[n] | [n] W
signal. D e

Xz[ﬂ] II-II-I-:I-I-I-I-I-I-I - S}ystem | o Fz[ﬂ] I-I-II-I-—I-I-I-I-I-I-
;\E
E

The fundarmental concept in D3P, Any
signal, such as x [, canbe decomposed into
a group of addittee compone nts, shown here
by the signals: x B, #,[] and A ] Passing
these components through a linear system
produces the signals, » Rl p,lel and v [e].
The spnihesis (addition) of these output
signals forms p ], the same signal produced
when s [] iz passed theough the system.

CEN543, Dr. Ghulam Muhammad
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Decomposition_,

Impulse decomposition:

|

N samples signal is decomposed
into N component signals each
containing N samples.

A
A component signal contains
one point from the original
signal, with the remainder of the
values being zero.

Step decomposition:

k-th component signal, x,[n],
contains zeros for points
through 0 to k-1, while the
remaining points have a value
equal to x[k] — x[k-1].

x[n]

v
--------
| i i i
¥,[n] ps
‘.
....... R T TR
*[1] -III&
' { ........ R [oreenns
i
¥, [0] “I

: : -
R IO T .
Wi
A R AR |
g by
| & i

Itmpulse H
Drecotop osition

Zero

Impulse decomposition
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x[n]

#u[n]

#[n]

Heql01]

atep —‘
Decomposition
4 Vv

....... U SRR SRR
| URITIRTIE SIS HORY
ST TRy SRITTIE ST
]
....... TEITTIEE TITTOTS STy
| SO SOOS SO SO
....... A S

: : : ¥

....... TRTPC TN SRS

Step decbmposition



Decomposition_,

- Tl
N R AL T I R i '
. :"‘h“*-.*" . ""* _____ ’*"x
Even/Odd decomposition: Mo AW WL EW
[ i i oy i
: ! : Logm :
x.[n]= x[n]+x{N —n] Evern/Odd H Interlaced —‘
‘ 2 Decomposition Odd positidpscomposition y
: : : are zero! :
X [l’l] _ X[l’l]—X[N—I’l] i < _evmmmples :H_
R eyl | &l v e IR IR
2 RN A b Al o Aro L1
el L i R el d § AT
Even symmetry: 'Ii,i';u"i'!,l—f .E. . {Illli.:i} IIIIII .
: : : L : L : :
Mirror image around x[N/2]. : Even positions .
L. ; I odd samples EH
x[0] and x[N/2] are equal to original value. are z€ro° 4y i
Others like: x[N/2+1] = x[N/2-1]. %[0l !i""“'llfl,f"""“"h'
OO T S . B
N
Odd symmetry: & ®z W
Negative mirror image around X[N/Z] Exaraple of evenfodd decomposition. An N Example of interlaced decumﬁnsit_iun._HnN
0 d N/2 | point signal iz broke ninto two Npoint signals, point signal iz brokeninto two Mpoint signals,
X[ ] an X[ ] are equa to zero. one with even syranetrs, and the other with one with the odd saraples set o zero, the other
Others like: X[N/2+1] _ -x[N/2—1] odd syrame try. with the even samples st to zero.
You can check the result by using the following formula:
x{n] = x,[n]+x, 1]
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Fourier Decomposition

(N/2)+1 cosine signals,
each with N points

N point signal

Fourier
Decomposdtion
*eoln] . <+— Zero!

(0] #;,[n]

(N/2)+1 sine signals,

Falr each with N points

A
Fel] ﬂ"\ﬁf EST (R VO SO0 T Y A

So, total N significant
signals!

(I H |”|”.'|. |I III“ I”'II|I;“| .i‘| II ) IH
%l +-H;-.r'- ,f'*u'.“,'r'ﬁ'f'w micltrpiseriasrsrsy| 4— Zerol

FIGURE 5-16
Iustration of Fourier decormposition. An M point signal is decomposed into M+2 signals, each
having Mpoints. Half of these signals are cogine waves, and half are sine waves. The frequencies

o the st o DEERIE S B GRUTER Muhammad

2
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Problem:

Answer:

Example 5

A signal is defined as x[n]={2, 3, 5, -2, -3, -5, -2, 2}; Find the
result of even / odd decomposition. Index starts from 0.

Even symmetry: x,= {2, 2.5, 1.5, -3.5, -3, -3.5, 1.5, 2.5}

Odd symmetry: x, = {0, 0.5, 3.5, 1.5, 0, -1.5, -3.5, -0.5}

CEN543, Dr. Ghulam Muhammad
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Sinusoid Drawing

x(t)=sin(27zt+%j, _4<t<4

—_—— B

1 HiF_S?E, ilﬁrf%) L—j}s -téq ) oo

AR

1 e
T

llllllllllllllllllll



Mean and Standard Deviation

1 N-1 1 N-1
M : — ) X, Standard Deviation: o = \/— X, — 2
ean N N_1 ;( )

i=0

To reduce statistical noise for small number of samples

Mean = DC Value

S.D. = How the signal fluctuates around Mean (AC)

8 : : : : g : : : :
[2 Mean=05.0=1 | [b. Mean=30,0=02 |
= f
4 4
gl bl Ay bl g i e

%1 3 1 I . J |I 1 I L I | %2 ul’""‘
5 5

a0 I

.2 | -2

-4 -4

a - P8 192 2% 3 3R ddE 51l 1 o e @2 256 IX 34 448 5l
Sashiple munber 5 ample rmamber

Ezxarnplesof two digitized signals with different means and standard desiations.
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Histogram

More sample produces smoother histogram

255

162

|2 1285 amples of & bit signal

Sample mumber

Exarples of listograms. Figure (a) shows
1228 gamples from a very long signal, with
each sarnple being an integer betaeen 0 and
255, Figures (b) and (o) show histog rars
using 122 and 256,000 samples from the

1 rﬁ respecttvely. ba shown, the histogram
1z srmoother when more samples are nsed.

15 32 43 -0} el 2] 112 15

V¥
i=0

M = Number of points in the histogram

g-{{b. 128 point histogram |

Murmber of oomarennes

10000

=
=

r\;t~T1:|.1'rI:| &r n:-f'a-:g;uemega

TTTTTTTITTT
il 100

LILLLI TITITTTITTIT
10 124 13 140 150 1
Walus of sample

|2, 256,000 point histogzam |

140 150 160 170

0 110 0 130
Value of sasmple

Mean and S.D. using
histogram:

M-1
— > iH,

N5

N_IZ(Z K1)’ H,



Histogram, pmf, pdf

Look at the values along y-axis

/

10000
¥ =000
g £,
B am - L
B L u
L L [
o I
3 4000 = "
{ ;i x
= 200 "
D# k

T T T T T
S0 100 110 120 130 1d0 150 180 10
WValue of sample

The relationship between (a) the histog raw, () the
probability mass funetion (paf), and {c) the

bability de nsity funetion | . The histograrn is
Eﬁculate \:t{";'ru:nm a finite nu.mbffﬂcd'smp]ﬁ 8. Tghe prof
describes the probabilities of the underlying process.
The pdfis similar to the pmf, but 13 used with
contitmons rather than disc rete signals. Bwen though
the wertical axis of (b and {c) have the same walues
(0 to 0.06), this iz orlya coincide nee of thiz exarple.
The araplitude of these three care s is deterrnined by
i) the surn of the walues in the histogram heing ecual
to the nurober of saraples inthe signal (b the sura of
the walues inthe praf'being equal to one, and (o) the
area nnder the p:l?'cun-’e being equal to one.

0.080

[b. Probability Mass Fanction (pmf) |

E 0,050

0.0d0
g ﬁ
Ho.mo %
;-E' -I l-
& om0 - o
2 . S

0.010

0,000

T T T T T
S0 100 110 120 13 M0 150 800 170
WValue of samgple

0.0&0

. Prch ahility Density Punction (pdf) |

S0

TE"‘D Rush} / \

% 0.020 / \
[\

=l 1I:IIZI 1I1El :I.'.'I!l:I 1I3:I 1I1I-I:l 1I5:I 1|;EI 1T
Sigral level (miflivolts)
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Waveforms and pdfs

Look at the pdf of random noise.

It is Gaussian!

Three common waveforns and their
Elr:ha}:-ilitj.r density functions. fs in

se exaraples, the pdf sraph iz offen
rotated ore-guarter tom and placed at
the side of the signal it describes. The
pdf of a sguare wave, shown in (a),
consists of teo inflrdtesimall v narow
spike 5, corresponding to the signal onl
I’E-}iiﬂng o I:-:Fs.;ﬂ:nle walues. The I:-:i.’f'n:njlf'r
the trangle wawe, (b, has a constant
walue overa range, and is often called a
uniform distribution. The pdf of randarm
holse, as infc), is the most inte resting of
all a bell shaped curve known as a
Faussian.

v

-2

pdf
a. 5 quarewave
i} 16 Y] LH] G4 1] ] 1z 17
Tine (or other vanahls)
- pdf
b. Triangle wave
a 16 32 42 G4 =1l Q6 112 17
Tirre [or other waniable)
2 T T T pdf
c. Famdom moise
|
Ju] 14 52 43 [-1'3 0 L 112 7

Tithe (o other wariable)
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Histogram Bins

The range 0-4 is divided by 600 in (b) . .
and by 8 in (c). Look at the vertical axis

Poor resolution in vertical axis: (b).

. . . . ' r . g T T
Poor resolution in horizontal axis: (c). - Brple signd | o o erom ot 601 b |
I i
3 | % i
% 5, I
, 1 B L
Using more samples makes | |I|1|||I M ||||I|
better resolution. , W TR
] 50 0 1 20 2% 20 150 200 450
Sashple munber Ein munber in histogram
160 I I
. Histo 9 b1
Example of birred histograms. As shown in |c it
(a), the signal used in this example is 300 B
sarnples long, with eachsarnple a floating point g
rrmber uniforraly distribnted between 1 and 3. §
Fizures (b) and () showr binned histograms of ] an
thiz sighal, using 601 and @ bins, respectively. i —
Lz showy, a large nrebe rof bins results in poor a
resolution along the werdic el @xis, while a small E
raraber of bins provides poor resolution along a
the horizontel axs Using more sanples makes
the resolution better in both divectinns.
o
0 2 4 a g

Bin munber in histogram
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Basic shape:

Normal Distribution (Gaussian)

y(x)=e”

Lb

1.0

I I | I I I I
a. Eawr shape, no normalization |
|

pia)=e™

0.0

Examples of Gaussian cwrves. Figure (a)
shows the shape of the raw curve without
rorrnalization or the addiion of adjustable
parameters. In (b)) and (o), the complete
Graussian cmve 13 shown for warions means
and standard deviations.

Equation for normal distribution:

na I N I —
b, Mean=0,0=1 |
0.4
et
0.2 /'If Il"\
0.0
-5 44 3 2 1 i} 1 2 3 i 3
x
0z
c. Mean =20, a=3 |
4r -Gr e le B lox o x4
02
W
) /I
ul o 1
l:l'l:l T T -F"J T T T T

i

5

n L n ] m 35 40

x
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(x—p)*

202

PO~ e

l: Mean

o: Standard Deviation

The normalization term is to
make the area under curve = 1
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Digital Noise Generation

Uniform distribution: one RND function (0~1)

Two times RND functions and add

Twelve times RND functions and add

For each sample:
1 +0'x(O_RND, , —6)
12
' - desired mean, o' : desired S.D.

Central Limit Theorem:

A sum of random numbers becomes normally
distributed as more and more of the random
numbers are added together.

CEN543, Dr. Ghulam Muhammad

i i i i
a. ¥ = FRND pdf

14— |
mean = 0.5, 0 = 1512 ]

10—

-g'x

= 8

:,; Es
4

L] 1% 2 48 a4 80 ) 112 127
Sample munber

2 T T 1
[t x=rmimD | i

|:> 0—-|mean = 1.0, 0 = 16|

i i i i i i i
“‘—1; W = RND+REND+ ... +RND (12 times) ["‘ pdf
o — -
]
1

mu? >
I] .

i

L1

i Gaussian

Amplibide
T i
%_
|—m
o |—tm
E
W]
==
|4,
1
-
=7 1
=N

Corverting a uniformn distribution to a Gaussian distribution. Figure (a) shows a sighal whe re each saraple is generated
byra randor numbergenerator. &s indicate dby the pdf, the value of each saraple is uniformly distribute d be tareen zero
and one. Each sample in (b) is forraed by adding fwe walues from the randor rumber generator. In (), each sample
is created by adding fwelve walues from the random nurher generator. The pdfof {c) is wery nearly Gaussian, with a
mean of six, and a standard deviation of one.
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