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Approximation of the confidence
interval



Let (X1, ..., Xn) n random variable iid with distribution f(x; ).
The maximum likelihood estimator of 6 is obtained by the
following stepS'

Q ((X;0) = fo,,

Q L(X;0)= Iog(ﬁ(&, 0)).

2
Q if aéau) < 0, then GMLE is the solution of this equation
OL(X;0) _
9

2 .
© The Fisher information is I, = E <—8L8%<20)>



It is well known for n large enough that
~ 1
Ome — N(0, T)’
n

where @\MLE is the maximum likelihood estimator of 6 and /, is the
information of Fisher. It follows that

Vi (é\MLE - 9) — N(0,1).

Then Q(X;0) = VI, <§MLE — 0) is a PQ. But I, is often a
function of 6 and it can be replaced by IA,, Then the confidence

interval of € is given by

71_a
1 2

(Tu(X), T2(X) = | Omee +

~

In



In general, if we have a function 7(0), then

rY 7! 2
T(Omie) = (@) e~ N (T(@), ( (/f)) > .

The confidence interval of 7(0) is given by

(Ti(X), T2(X)) = (TTe)MLE t2 g



Example 1: The exponential distribution

Let X be an exponential random variable with distribution
f(x;0) =0e>% 0<x. Let Xq,...,X, be n copies of X. Our
aim is to find the approximation of the 100(1 — «)% of 6. Let us
first determine the maximum likelihood estimator of 6 and its
Fisher information. Note that

0(X;0) =[] i 0) = 0me 02,
i=1

Then
L(X; 0) = log(£(X; 0)) = nlog(6) — 6 _ x;.

This implies that

OL(X;0) n _ 1
E X MLE X

00 0



Example 1: The exponential distribution

The Fisher information of 6 is given by

0°L(X;0) n n ~ =2

Then the confidence interval of 6 is given, for n large, by

(Ta(X), Ta(X)) = <)1< . X\F) |



Example 2: The normal distribution

Let X be a normal random variable with distribution N(u,c?). Let
X1,...,X, be n copies of X. Our aim is to find the approximation
of the 100(1 — @)% of O' . Let us first determine the maximum
likelihood estimator of ¢ and its Fisher information when i is
known. Note that

n 1 n 2
— fx,-;2=< > e~ 27 20
il;[l ba: %) V2mo?

Then

10X 0%) = log(t(; 7)) = ~"18C2T) _ n1o8() _Lbi 21

L(X: 2 1
This implies that 6(8'20) = _2%2 + 554 Z(X: -

1
— o2 == (X — >
o*mE = (Xi — )



Example 2: The normal distribution

The Fisher information of o is given by

0?L(X; 0?) n 1 2
_ n 1 o2\ n
= 5ot e E (0= 1?) = —5m + o3 = 5

n . ; ..
— I, = . Then the confidence interval of o2 is given, for n

%he MLE
large, by

(Ti(X), T2(X)) = Grne | 1 i21—\/§> :

If 1t is unknown, we take o2y g = %Z(X; — X)? and the rest is
similar.



Example 3: The Bernoulli distribution

Let X be a Bernoulli random variable with distribution

f(x;0) =0 (1—0)'", x=0,1. Let X1,..., X, be n copies of
X. Our aim is to find the approximation of the 100(1 — )% of 6.
Let us first determine the maximum likelihood estimator of 8 and

its Fisher information. Note that

=] f(xi0) = 6= (1 — )" 2.

Then
L(X;0) = log(4(X;0)) = log(6 ZX, + log(1 — 0)(n — Zx,-).
This implies that

8L(K;0)_ZX, Yoxi—n

00 0 T—g 0= fme=X




Example 3: The Bernoulli distribution

The Fisher information of 8 is given by

9?2 0 nX n(X-1
= (o) - <0X(§9)>>

nE(X) n(E(X)—1) n n

62 (1-62 0 (1-90)

-~ n

6I-0) " TXA-x)

Then the confidence interval of 6 is given, for n large, by

(Ti(X), Ta()) = (x 2 g X“X)) |

n



Example 4: The Poisson distribution

Let X be agXPoisson random variable with distribution

f(x;0)= —le_e x € N. Let Xi,..., X, be n copies of X. Our
X

aim is to find the approximation of the 100(1 — a)% of 6. Let us
first determine the maximum likelihood estimator of 6 and its
Fisher information. Note that

X
Hf xi; 0) = 0 -
Then
L(X;0) = log(4(X;0)) = log( Zx, — nf — log Hx,
This implies that
oL(X;0) > x ~ -

90 = 9 —n:0:>9MLE:X.



Example 3: The Poisson distribution

The Fisher information of 8 is given by

2L(X:0) nX
.= () ==(%)
_ nE9(2X):”:>/An:”

0 X
Then the confidence interval of 6 is given, for n large, by

(T1(X), T2(X)) = Xj:zlg\/% )



Thank you



