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Order Statistics
Let X1, X5, X3, X4, X5 be iid random variables with a distribution F with a
range of (a, b). We can relabel these X's such that their labels correspond
to arranging them in increasing order so that

X1y = X2) = X3) = Xa) = Xs)

X2) X3 Xia) Xis)
} ® ® ° * -
a Xs X X4 X2
stronger statement that

X3 :
In the case where the distribution F is continuous we can make the

X)) < X@) < X@) < X@) < Xe)
Since P(X; = X;) = 0 for all i # j for continuous random variables.
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Order Statistics, cont.
For X1, X5,...,X, iid random variables X, is the kth smallest X, usually
called the kth order statistic.

X() is therefore the smallest X and

X(l) — min(Xl, ,Xn)
Similarly, X, is the largest X and

X(ny = max(Xy,

-, Xn)
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Notation Detour
For a continuous random variable we can see that

f(xX)ex= P(x <X <x+4¢€)=P(X €[x,x+¢€])
‘!i_% f(x)e = €|i_I>T'lO P(X € [x,x +€])

Fix) = !lno P(X € [x,x 4+ €])/€

f(x)

Plx<X<zx+e)=P(X € |r.z+¢€])

f(x+¢€)

r Tr+ €
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Density of the maximum
For X1, X5,...,X, iid continuous random variables with pdf f and cdf F
the density of the maximum is

P(Xn € [x,x + €]) = P(one of the X's € [x,x + €] and all others < x)

=1

— Z P(X; € [x,x + €] and all others < x)

= nP(X1 € [x,x + €] and all others < x)
= nP(Xi1 € [x,x + €])P(all others < x)

= nf(x)eF(x)" '

— nP(X1 € [x,x + €])P(Xa < x) - - - P(Xn < X)

fyoc)= nf(x)F(x)" !
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Density of the minimum

For X1, X5,...,X, iid continuous random variables with pdf f and cdf F
the density of the minimum is

P(Xa) € [x,x + €]) = P(one of the X's € [x,x + €] and all others > x)

= > P(Xi € [x,x + €] and all others > x)

i=1

nP(X1 € [x,x + €] and all others > x)
nP(Xi € [x,x + €])P(all others > x)

nP(X; € [x,x+ €])P(X2 > x)--- P(X, > x)
= nf(x)e(1 — F(x))"}

fil)(x) — nf(x)(1 - F(x))n—l
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Density of the kth Order Statistic

For X1, X5,...,X, iid continuous random variables with pdf f and cdf F
the density of the kth order statistic is

P(Xk) € [x,x + €]) = P(one of the X's € [x,x + €] and exactly kK — 1 of the others < x)

— Z P(X; € [x,x + €] and exactly kK — 1 of the others < x)

i=1
nP(X1 € [x,x + €] and exactly kK — 1 of the others < x)
nP(X1 € [x,x + €])P(exactly k — 1 of the others < x)

= nP(Xi € [x,x + €]) ((: : 1) P(X < X)k_lP(X s x)n—k)

ey (X) = Af(x) (: : 1) FGY 1 — Fx)™*
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Cumulative Distribution of the min and max
For X1, X5,...,X, iid continuous random variables with pdf f and cdf F
the density of the kth order statistic is
F(l)(x) — P(X(l) £ x)= 1— P(X(l) e X)

1—(1—F(x))"

1—-PXs>x,...,.Xa>x)=1—P(X1 > x)---P(X, > x)
Fin)(x) = P(X(n) < x) =1 —= P(X(n) > x)

=Pl Xy <Rz 5.5 < X) =POG < K) »~PlXi:< %)

= F(x)"

fy(x) = (1 — F(x))" = n(1 — F(x))
fim(x) = - F(x)" = nF(x)

n—1 dF(x) i
1 dF(X)

dx
dx

nf(x)(1 — F(x))"""
— nf(x)F(x)""!

PN G
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Theorem
Let X, ...,X, be independent random variables with a common continuous
distribution. Let X1y, . . ., X(,) be their order statistics. For each x, let N, (x)

be the number of i such that X; < x. Then N,(x) is a binomial random
variable with parameters n and F(x). Furthermore,

This result can be stated even more explicitly in terms of the binomial
probabilities. In this form it says that if P(X; < x) = F(x), then

IP)(X(]) < X) = Z (Z) F(x)k (1 — F(x))n—k

k=j
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iid

Order Statistic of Standard Uniforms
Let X7, X5,

fio(x) = nf(x) (: = 1

., Xn ~ Unif(0, 1) then the density of X, is given by
1) Fl)r  ([@—F{))"*

_ {n(:::i)x*-l(l ~ 2"

~]o

if @< %<1
otherwise
This is an example of the Beta distribution where r = kand s = n— k+ 1.

X(k) ~ Beta(k, n— k—+ 1)
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Beta Distribution
The Beta distribution is a continuous distribution defined on the range
(0,1) where the density is given by
) = 51,

r—1 s—1
B(r, s)x (1—x)
where B(r,s) is called the Beta function and it is a normalizing constant
which ensures the density integrates to 1.

I— /01 f(x)dx

1
1= [ 52
0

B(r,s)

1 ! r—1 =1
== B(r,s)/(; x"77(1 - x)*" "dx
1
B(r,s)= / x"7H1 — x)*tdx
0

x"7H1 — x)* tdx
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Beta Function

The connection between the Beta distribution and the kth order statistic
of n standard Uniform random variables allows us to simplify the Beta
function.

g
Bl gy / FL0 A
0
B(k,n— k+ 1)

S T
n(i 1

(k=1 (n—1— k+1)!

n(n—1)!
_ (r—=2)l(n— k)

n!

(r=Di(s—=1)! _ T(~)l(s)
(r+s—1)!

F(r+s)

PN G
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Beta Function - Expectation

Let X ~ Beta(r,s) then

1
— 1 r—1 . s—1
E(X) —/0 XB(r,s)x (1 — x)° "dx
. 1 (r+1)—1 o s—1
= B(r.9) /(;, 1x (1 — x)>" "dx
__ B(r+1,s)
- B(r,s)

ri(s—1)! (r+s—1)!

(r+s)! (r—1)!(s —1)!
r! (r +s—1)!

(r—1) (r+s)!

ros
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Beta Function - Variance
Let X ~ Beta(r,s) then
E(X2)=/1x2 1
0

B(r,s)

x—1(1 — x)s_ldx
_ B(r+2;s) _ (r+1)!(s —1)!
B(r,s)

(r+1)r

(r+s+ 1)!
 (r4+s+1)(r+s)

(r +s—1)!
Var(X) = E(X?) — E(X)?

(r —1)I(s — 1)!

(r+1)r

p2
T (r+s+1)(r+s) (r+s)?

_(r+1)r(r+s)—r*(r+s+1)
N (r+s+1)(r+ s)?
rs

- (r+s+1)(r+ s)?

PN G
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Beta Distribution - Summary
If X ~ Beta(r,s) then
Fiox) = L L)
B(r,s)

F(x)z/ox L

B(r,s)

x"H1 — x)*tdx =

B.(r,s)
B(r,s)

B(r,s) = /0 x"H1 — x)* ldx =

B = fxx'_l(l x)*~Ldx

_(r=1)l(s—1)! T[(r)r(s)
(r+s—1)!

E(X) = —

- I(r+s)
r+s
Var(X) =

rs

(r+s)?(r+s+1)
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Minimum of Exponentials

Let X3,X5,...,X, s Exp(\), we previously derived a more general result
where the X's were not identically distributed and showed that

min(Xy, ..., X)) ~ Exp(A1 + - - -+ Ap) = Exp(nA) in this more restricted
case.

Lets confirm that result using our new more general methods

fray(x) = nf(x)(1 — F(x))"""

—n (,\e—"") (1-n- e—*"])"—1
nXe =¥ (e_’\"])n—1

= nA\ (e_)‘x]) A
ni

e—n)\x

Which is the density for Exp(n\).
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Maximum of Exponentials
Let X1, X5,...,X, i Exp(A) then the density of X, is given by

frayloe) = nf(x)F(x)"*

= n (2 ™) (1- &)

Which we can’t do much with, instead we can try the cdf of the maximum.

PN G
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Maximum of Exponentials, cont.

Let X1, X5, ..., X, g, Exp(A) then the cdf of X, is given by

F(ny(x) = exp(—ne ™)

lim Fy(x) = lim exp(—ne ™) =0

n—r oo n—r o

This result is not unique to the exponential distribution...
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