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Since the object of a numerical techniques is to determine accurate
approximations with minimal effort, we need a means for
comparing the efficiency of various approximation methods. The
first device we consider is called the local truncation error of the
method.

The local truncation error at a specified step measures the amount
by which the exact solution to the differential equation fails to
satisfy the difference equation being used for the approximation at
that step. This might seem like an unlikely way to compare the error
of various methods. We really want to know how well the
approximations generated by the methods satisfy the differential
equation, not the other way around. However, we don’t know the
exact solution so we cannot generally determine this, and the local
truncation will serve quite well to determine not only the local error
of a method but the actual approximation error.

Consider the initial value problem



e Consider the initial value problem
vV =f(t.y), a=t=b, via) =ca.
Definition 5.11 The difference method
Wy = o
wip = w; + he(r;, w;), foreachi=0,1,... N —1,

has local truncation error
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Ti+1 (h) =

for each i = 0,1,....N — 1, where y; and v;,; denote the solution at f; and .,
respectively. I



For example, Euler’s method has local truncation error at the ith step
Tir1(h) = L_Ijr_ Y fiti,v), foreachi=0,1,...,. N —1.
1
 This erroris a local error because it measures the
accuracy of the method at a specific step, assuming
that the method was exact at the previous step. As
such, it depends on the differential equation, the

step size, and the particular step in the
approximation.

e Euler’s method has the local truncation error in of
O(h).

h

Tip1(h) = 5

vi(E), forsomeé; n(t, 1., ).



 One way to select difference-equation methods for
solving ordinary differential equations is in such a
manner that their local truncation errors are O(hp) for
as large a value of p as possible, while keeping the
number and complexity of calculations of the methods
within a reasonable bound.

e Since Euler’'s method was derived by using Taylor’s
Theorem with n = 1 to approximate the solution of the
differential equation, our first attempt to find methods
for improving the convergence properties of difference
methods is to extend this technique of derivation to
larger values of n.



Suppose the solution v(1) to the imitial-value problem
Vi=flty), a=t=b yla) =a,

has (n+ 1) continuous derivatives. If we expand the solution, ¥(1). in terms of its nth Taylor
polynomial about f; and evaluate at f;, |, we obtain
2 4 _ h.n+l
Y(tig1) = (1) + b (6) + 5" (6 + -+ =y () + ——" (&), (5.15)
2 n! (n+1)!

for some & n (f;, tipy).
Successive differentiation of the solution, y(f), gives

Y = ft.y(). ()= f(ty).  and generally, y*(r)= f (0.

Substituting these results into Eq. (5.15) gives

hl
V(tic1) =yt + hf(tv(t) + Ef’lifes}‘ife}} +--- (5.16)
_I_ h_ﬂ -(n—1] - vit: + hﬂ-l_l I:.ﬂ_]l-: I '}
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The difference-equation method corresponding to Eq. (5.16) 1s obtained by deleting
the remainder term involving &;.



Taylor method of order n

wy = o,
Wiyl = w; + hT" (t.. w;), foreach i=0,1,....N —1, (5.17)
where
h n—|
T™ (i w;) = f(ti,wi) + Ef"{f;e wi) 4+ Tf""'”li!‘f, w;).

Euler's method i1s Taylor's method of order one.



Example 1  Apply Taylor's method of orders (a) two and (b) four with N = 10 to the imitial-value
problem

YV=y—t?+1. 0=r=<2 y0)=05.

Solution (a) For the method of order two we need the first denvative of f(r.v(r)) =
¥(1) — t2 4+ 1 with respect to the variable t. Because v = v — t* 4+ | we have

r d 9 r =
Fyit)) = Ef;; —t+ =y —-2=v—t"+1-2t

50

; h /
T (6, wi) = f(,w;) + Ef’[e}-, w) =w; — 8 + 1+ %[wg —t 4128

= (I +g) {LU;—I;—FU—JIH;

Because N = 10 we have h = 0.2, and r;, = 0.2i foreach i = 1,2,....10. Thus the

second-order method becomes

Wwp = Dfl.

/ 5
Wiy = w; +h |:(I — 5’) [w; — I+ I] — hi!',;:|

0.2 ;
= w; +0.2 [(1 4 T) (w; — 0.04 + 1) — r:r.ms]

= 1.22w; — 0.0088i" — 0.008; + 0.22.



The first two steps give the approximations
¥(0.2) = wy = 1.22(0.5) — 0.0088(0)* — 0.008(0) + 0.22 = 0.83;
v(0.4) = wy = 1.22(0.83) — l:l.'[]\EIEE[I[]'.E]l2 — 0.008(0.2) + 0.22 = 1.2158

All the approximations and their errors are shown in Table

Taylor
Ohrder 2 Error
t; w; [vit:) — wj

0.0 0500000 0
0.2 0830000  0.000701
0.4 1215800 0001712
0.6 1.652076  0.003135
0.8 2.132333 0.005103
1.0 2648646  0.007787
1.2 3191348  0.011407
1.4 3748645  0.016245
1.6 436146  0.022663
1.8 4846200 0.031122
2.0 5347684  0.042212




(b) For Taylor's method of order four we need the first three derivatives of f(r, v(1))
with respect to 1. Again using v’ = v — - + | we have

iy =y—r+1-2,
_-f.rrtrf}'[.r}} = 5{\ — IE +1-2n= }rr — =2
and

i
f’"’lif,}‘liﬂ}=Ef;y—rz—zr—lj=_-,-’—Er—2=_~.:—r3—1:—l,
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Hence Taylor's method of order four 1s

wy = 0.5,
h W h ; h h?
ulg_|_[=ulg-|—f!|:(|-|—§+€ 24)[11.-,—-} (I+3+Ij)m"
+I+h Wooh
2 6 24/

fori=0.1.....N — 1.
Because N = 10 and i = 0.2 the method becomes

0.2 004 0.008
Wiy = Wy +l:|.2|: (I — — — ) (w; — 0.04;%)

2 b 24

0.2  0.04 . 0.2 004 0008

= 1.2214w; — 0.008856i° — 0.00856i + 0.2186,



foreachi =0, 1,...,9. The first two steps give the approximations

¥(0.2) = wy = 1.2214(0.5) — 0.008856(0)2 — 0.00856(0) + 0.2186 = 0.8203;
v(0.4) 7 wy = 1.2214(0.8293) — 0.008856(0.2)% — 0.00856(0.2) + 0.2186 = 1.214091

All the approximations and their errors are shown in Table

Taylor
Order 4 Error

i w; it — wyl
0.0 0500000 0
0.2 0829300  0.000001
04 1.214001  0.000003
0.6 1.648047  0.000006
0.8 2127240  0.000010
1.0 2640874  (L.00N015
1.2 3179964  (0.000023
1.4 3732432  (L.000032
1.6 4283529  (L.OMNM5
1.8 4815238  (.000062
2.0 5305555 0.000083




Which is better?

Taylor
Order 2 Error
f; w; lviti) — wy

0.0 0500000 0
0.2 0830000  0.000701
0.4 1.215800  0.001712
0.6 1.652076  0.003135
0.8  2.132333  0.005103
1.0 2648646 0007787
1.2 3.191348  0.0114407
1.4 3748645  0.016245
1.6 4306146  0.022663
1.8 4846200 0.031122
20 5347684 0.042212

Taylor
Order 4 Error

k; W it — wyl
0.0 0500000 0
0.2 0829300  (.000001
04 1.214001 00003
0.6  1.648047 (.06
0.8 2127240 0.000010
1.0 2640874  0.00K15
1.2 3179964  (.000K23
1.4 3732432  (0.000032
1.6 4.283520  (.00KM5
1.8 4815238  0.000062
2.0 5305555 (.0MKKB3
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