chapter 3

Ex. 3.1:
(@)
y = weight (Response)
X, = age
X, = sex
x3 = height
xi = mein daily food intake explanatory variables
x5 = mean daily energy expenditure
yi ~ N(u, 0%)
E(i) = w
Model:
ti = Bo + Byxip + -+ + Bsx;,
g(u;) = u; (link function = identity function)
5
77(&') = Z Bjxij (xo = 1) (linear component)
j=0
(b)

y = number of mice infected (in each level)
x = exposure level of bacteria, with 5 levels:xq, x5, ..., X5
n = 20 mice for each level.
y; ~ Bino(n,m;),n = 20,i = 1,2, ...,5 because 'infection' is a binary outcome (but the plausibility of the
assumption of independence of infection for mice depends on the experimental conditions.
= E(y;) = W = nm;
Let P; = % proportion of infected mice in the i — th level
E(P) =m
Model:

T
g(m;) = By + P1x; for some link function such as g(m) = In ( T n)

r)(&-) = fo + B1x; < Linear Predictor
or g(m;) = Bo + Prxix + BoXiz + BaXiz + Paxia + Psx;s with the B, 's subject to a corner point or sum-to-zero
constraint.

(©
y = number of trips per week (Response)

x; = x;; = number of people in the household.

X2 =X = thUSEhOId Income explanatory variables

X3 = x;3 = distance to supermarket

yi ~ Po(p;) = Poisson(4;)
= E(y) = u

model;

gu;) =logh; = Bo + f1xi1 + PrXiz + P3xis

=1n(x;)

for some link function such as g(u;) = In (y;).
3

77(&') = Z Bj; xij (xjp = 1) « Linear Predictor
=0



Ex 3.2:
y ~ Gamma(e,B) (y >0, > 0,5 > 0)
e «isassumed to be known:
v P e -
f(y’ﬁ)—my e VP
= B [[(a)] Ty* e F
— oI (B9,In [r(a) “1oIn (y*) ,-vB
= ealn (B) p=In (T(@)) p (@=D)In () ;=B
= e~ YB+aln (B)=In (T(a))+(a-Din (¥)
= eY(=B)+aln (B)~In [I(@)]+(e-Dln (¥)
This is the canonical form of EF:
a(y) =y
b(f) = —p ( natinal panametor )
c(B) = aln (B)
d(y) = —In[['(e)] + (e — 1)In (y)
e Natural parameter is b(f) = —f8

__®__@p_a

* EO)=—m T T T s
b (B)c'(B)-c" (BB'(B) _ 0-(-a/B)(-1) _ «a
V() = ' B)F G

where:

b'(B) =— b(ﬁ)— [)’( p) =

,3
/3 c(B) = ﬁ(aln B) =
b"(B) =0
c"(B) = —a/B?

c'(B) = E

Ex 3.3:
(@)
F(7;0) = 0y -1 = el @In [y ™77 = ¢In (©)p(-6-DIn ¥ = ln B(-6-D+In (6)

= a(y) =In(y)
b)) =-0-1
c(@) =1In ()
d(y)=0

F(y ;) =00 = el =0 = o¥(=6)+In (6)
=>aly) =y
b(0) = —6
c(8) =In ()
d(y)=0

(b)

(c)
~1

f(y;0) = ( _q )Hr(l—H); ris known
ln (y+r 1)eln (Gr)eln [(1-6)] — ln (3’+T 1)er1n (g)eyln (1-6) — eyln (1-6)+rln (6)+In (y+r—1

r—1



=>a(y)=y
b(6) =In(1-06)
c(8) =rIn (0)

-1
aw=m (")
Ex 3.4:
For the distribution belonging to EF, we have:
RO
E[a(y)] - bl(@)
b"(6)c'(0) —c"(6)b'(6
(a) Fory ~ Po(8) :
=ay)=y
b(6) = In(0)
c(@) =-60
b(y) = —In(y!)
=>b'(0) = %
b"(6) = _1
©) = -7
c'(0) =-1
Cll(e) —
S Ep) =2 =6

Var(y) = 3 179% = 71 7]
® 7 6)
(b) Fory ~ N(u,c?): it is assumed that o 2is fixed,
=a(y) =y
b(w) =
2
W) = —3—
2 1
d(y) = —23?7 — Eln (2mo?)
( 1
b'(n) = po)
b"(uw) =0
Tl =-5
1
LC”(H) = —?
—(—u/0?)
“EO T e T
0-(-1/6®>)(1/5?*) 1/c*
Var(y) = (1/02)3 =Tjgs =7

(c) For y ~ Bino(n, ) :



= a(y) =Y
b(r) = In (1_n)
c(m) =nln (1 —m)
aw) = ()
n
S E(y) = — (_ 11— n) -
n(1—m)
2r—1  — 1 1-2
nzg — )2 (1=%) - (‘ @ —nn)z) (n(l - n)) ~ ;2((1 - :))3 tIa - )3
3 = 1
[n(ll— n)] m3(1 —m)3

Var(y) =

n(l—2m) +nm
- "2(11_ " = [n(1 - 2m) + nrlr = (1 — 207 + nm) = (= ) = (1 — Ty
m3(1-m)?

=nn(l—m)

where
l-nf(l-m)—n(-1)] 1-m 1 1

(1 —m)? oo (1—7T)2:T[(1—7T)
0-[A-m)+n(-1)] 2n-1

N e A s
n -n
i e
~CDy___=n
[(1 -mz T (1 —-n)?

b'(m) =

c''(m)y=—n

Ex 3.5:
(a) Fory ~ NBin(r, 0) ( see Ex 3.3 part(c)),
=>aly) =y
b(6)=In(1-06)
c(8) =rln (0)

-1
aw=m ("))
= b'(0) :1_——9
b7(6) = (1-06)?  (1-06)?
r
C’(H) 25
Tr
C”(H) = _ﬁ
(7 ra-o
= EQy) =~ =

(=) °



_ﬁ(g)_(_%)(_ﬁ) _9(129)2_92({—9)__ H}
1 33 1 - 1
(-1=2 “a—or “a—oy

_5F(1-6)? _ % r(1-6)
= 1 =T 1
1-6y» @0Q-0)

Van(y) =

Ex. 3.6:

Refare to Example 3.5.3 (Mortality Rote) Model:
E(u) = p = nge
© g(w) =In (g;) =In(ny) + i
< In (y;) —In(n;) = 0i

0i

& In (&) = i
n;
« _ s . _ Hi
© u; = 0i whene u; = In -
4
age i @
X i M n; In n;

30 1 17742 5641075 -9.7837
35 5 16554 3.02%10"* -8.1049

65 65 9933 6.54x1073 -5.0292

Lety; =1In (%) and x; = In (x;)
Regnen y; on il using the model
v = Bo + B1x; (Simple linear Regression)
Bo = —13.182 and B, = 0.1331 [by using computer]
Fitted value for y;: 97 = B, + f1x; = —13.182 + 0.1331x;
Fitted values for y;: 9; = n;e%
R? = 0.9685 « ( good fit ) [see computer output]

Ex. 3.7:
e y; ~ Bernoulli(m;)
* yi,¥, .., Yy are midependent.
1-y;

fum) =n'(1-m; ) "5y:=01
(@

fy,m)=nY(1—m)tY =¢ln () gIn [(1-m)* Y] = g¥In (M) ,(1-Y)In (1-7) = ZyIn (W+(1-Y)In (1-7)
— eyln (m)+In (1-m)-yln (1-m) — ey[ln (m)=ln (1-m)]+In (1-m) — eyln (%)Hn (1-m) € EF
=>a(y) =y
s
1_n) ,c(m) =1n (1 —1)
d(y) =0

b(m) = In

(b) Natural parameter is

b(n) = In (1f



(©)

1
_em__ (1=5) _
E(Y)——b,(n)——( T )—n
(1l — 1)
where (see Ex. 3.4 Part (¢))
1
c'(m) = - 1-m
b'(m) = _1
(m) = m(l—m)

Note: i is called odds (zea il Jalxe)

(d) Link function g(m) =1In (=) = x’

1-m

™

T 1]
— B
1= = eXE
1-n
or=(1-n)eXt =eXf —gexk
(:m+7tex~lé = eJE

LB _ .
o= e—x,ﬁ (logistic Regression model)
1+e~%~

(e) For x’ B = B, + B,x, we have
eﬁl'{'ﬁzx

T = T4 oFithox (logisti cfunction)

note; ef1th2x > (

eﬁl"'ﬁzx
0 < —ppm <1
0<m<l1
e™ i ‘7( e Trsr
-—:;.’_//._\'L_ll——-—-—-—-—} oL i —> Sy
| 2¢ < > 2

Ex. 3.8:
WLOG, let ¢ = 1 ( ¢ is nuisance parameter) and it is considered as fixed
F(y;0) = e(y—@)—e(y_e) — ey—G—e(y_e) — ey—G—eye_e — eey(—e_e)—9+y = eaMb(O)+c(O)+d(¥)

a(y) = e”;b(8) = —e7%,c(0) = -0,d(y) =y

Ex. 3.9:
Y1, Va2, -, Yn are independent.
y; ~ Pareto(8) -~ f(y;0) = 0y=0~' € EF
=>a(ly)=In(y),b(0)=—-0—-1,c(0) =In(0),d(y) =0 (See Ex 3.3(a) ).



= EW) = = (Bo + B1x;)?
g \/E = Bo + B1x;

glu) = \/E link function
For Pareto, a(y) =In(y) #y
one of the conditions of Generalized linear model is that a(y) (Canonical form)
Therefore, the model is not a generalized linear Model.

Ex. 3.10:
Y1, V2, -, Yy are independent
yi ~ N(u;,0%) € EF in canonical form.
E(i) = pi = Bo +In (B1 + ox;)
| | ti = Bo +In (By + Box;)
& eli = pBotIn (B1+B2x)) — oBopln (B1+B2x)) — eﬁo(ﬁl + ﬁzxi) = ﬁleﬁo + ﬁzxieﬁo = lgi‘ + ﬁ;xi
linear combonent

where B; = B,ePo and 55 = B,ePo.The model is a generalized linear model.

Ex. 3.11:
y ~ Pareto(8).

f(v;6) = 6y=0=1 (for one observation)
Let vy, y5, ..., ¥, are independent, and y; ~ Pareto(8)fori =1,2,...,n
Likelihood function is:

Lo =0 = | F00)

log-likelihood function is:
n

1(6; y) = In [L(6; y)] = In [ﬂ fGs0)|=) iG] =) nfoy

i=1 i=1

= Z {In (6) +In[y;797]} = Z {In (6) + (=6 — Dln (y;)}
i=1 i=1

=nln (@) — (0 +1) z In (y;)

The Score Statistic is:

oB;y) n <
U(6,y) =—s = =2= > In(y)
i=1
Recall: E[U(6,y)] =0
Information:
= Var(u) = E@?) = —E(u') = E[a 0; ]—Eanzn:l() = —E [~ =
J=Var(u) = Ew*) = u') = agu(,z)— 20l 3 '1nyi = 0z] =
1=
2" Solution:
For Pareto distr. , we have [ sec Ex. 3.3(a)]
a(y) =In(y)
b(0)=-60-1

c(@) =1In ()



=>b'(0)=-1;b"(0) =0
1A 1 n 1
c'(0) =5¢c"(0) =~
We know that

c'(6)
ElaOl =~y
1/6° 1
CEln )] =~ =5
Note:E(u)=E[%—Z ln(yi)]zg—z E[ln (y)] = 3— %:g—g:o
b" (6)c'(6 0
varfatyy] < 2 OF ORLC.LC,
0—(-1/6%)(-1 -1/6% 1
< Var(in )] ((_/sz ) o1

2

= E([ln 0)]?)= Var[in3)] + Eln 1P = 5+ (2) =2

Now,
] =Var@w) = E@) = E{[5- > n (ya]z} —F :(g)z #> m ool - 22 n )]
G 2+E{[Z m ] } - an[Z In (7]
- By + a3 oo+ {E [ oo} |- 25> mo0]
2
) +Z Van(In (3)) + Z E(In (%)) _Zgz Eln (y;)]
i=1 i=1
) n 1 n 1 2 n 1 ) )
ORNES B | W REREORSTE
nz , l=;'2 nzl:l , i=1
“etete teTe
3" Solution:

We know that

Var(u) = % — ¢"'(8) (for one observation)
1
v (0) (y) ( 1 ) 1
—3 = —_ - —] = —
ar(u) =) P P

~ J = Var(u) (for all observations)
n

1 n
:]zVar(u)z' 92 = g2
i=1
E(u) =0:
n
n
5 Z In (y;)
i=1



=>E(u) =E

n

n

i 2 In (y;)
i=1

where E(In (y;)) = =

5"

D -

| 3



