Chapter 2

Ex. 2.1:
ik ~ N(uj,02); j = 1,2
|e }I1k ~ N(”l) 0-2); k - 1, ---,nl and y2k ~ N(‘le’ O—Z); k — 1’2’ .“'nz
Yjk are independent.
Horpy =y =
Hytpy # Uy
(a) use Minitab.

Group

Trteatment control

y1. = 4.86 Vo = 4.726

s? =0.626 | s2 =0.746

n, =20 n, = 20

N=n1+n2=4‘0

. = 4.793

s? = 0.673

s2 = 0.686
s, = 0.82825

df=n1+n2_2=38

(b) T-test:
Vi — Ya. _ 4.86 — 4.726 0.134

t= = =
1 n 1 1 1 0.2619156
Spm T 082825 55+ 50

t%(n1+n2—2) = t0,025(38) = 2.0244
[t] = 0.5116 < tg925(38)

= (0.5116

KR

R 6
—2,024y  RiolYy

= Do not reject to Hy: u; = u, at significance Lavel a = 0,05

(©)
(i) MLE: (Maximum Likelihood Estimatim):

First: For Model under Hy: py = u, = Uo.

(pitt) = =
1 1 5
=1n f(yje; 1) = In [ /—ZMZ] — 557 i = 1)
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2
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G0 22 EK: In f(yi 1) =Z z {ln( 2102) —2; (it —u)z}

k=1

:"”“‘ ZUZZZz(y,k DED ==Y Y (=)
] K
%goc}%zz(yjk_:u)z()@ZZ(yjk_”)=0<:>22yjk_]1(“=0

J=1 k=2 j=1 k=1
© Y Yyk=JKue ,2:2 EJZkJ’jkzZ ZNyjkzy_,-
J =2k =20= N =JK = (2)(20) = 40
~ MLE of u (under Hy ) is:
=Y.

Second: For Model under Hy: py #+ u -
1 2
e 2?0 i =12 k=1,-,20

f(y]k: .u]) \/ﬁ

=In f(ypipy) = In L/%] - 2;2 (e —13)”
In(yje; uy) = Z Z {ln [\/—] 002 (i — 1) }
L/W] 2022 2 O = 17)’

jlk

(uy, p2) =

)
)

wa:er

Z Z [W] 202 [Z 1k — 1)? +z Yok — Mz)]

iM : Z (Y1k—#1)andM 1 Z 2w = t12)

0 o2 ou o2
! k=1 Hz k=1

0€(uy, pz) set Oandaf('ul"uZ) set 0

ouq oy,
= XKy O — ) = 0and S XKL, (yare — 1) = 0
= Yk=1 ik — 1) =0 and XE_; (Vzx — #2) =0
= Yk=1 Yie — Kpy = 0and Tioq Yo — Ky = 0
= Yk=1 Y1 = Kpg and Yi_q o = Ky

N _Zlk<=1 Yik _ _ n _211;1 Yok _ _
Hq —T—J’Landﬂz —T—YZ.
= The MLE of u, and u, under H, are
= 1.
Ao = Y.

(if) LSE (Least Square Estimation):
First: For Model under Hy: uy =, = -



J
%i;’i“ =23 > (- W=0e i(yjk—ﬂ)=0@2i3’fk_ﬂ(“

Z Z YJk 2 2 y]k
K N

e p=

~ The LSE of u under H, is:

(A =y (sameas MLE)
Second: For Model under Hy: iy # sy :
] K

(as N = JK where] = 2and K = 20)

Sy = z z (yjk - .uj)2 = EK: Vik — .U1)2 +§K: (V2 — .“2)2
j=1 k=1 k=1

651 K asl
= o, —2Yk=1 1k — u1) and
051 set 35 set
—1 =0 nd —1 =
ouy

= —2X(y1xk —M1) =0 and ZZ(J’Zk —u)=0
—uz) =0
- K‘UZ == O
= Zlk<=1 Y1k = Ky, and 25—1 Yok = Ky

= Zlk(=1 Y1k — 1) = 0 and 25:1 Y2k
= Zlk<=1 Yik — Kpy = 0and Zlk(=1 Yok

Zlf:l Yik

=M=

=yi.and u, = %

~ The LSE of u; and u, under H, are:
flu = y1.and f, = y,.
which is the same as MLE

(d) Recall:
e ThelLSEofuunder (Hy:pyy =, =p)isfi=7y.
e The LSE of u; and p, under (Hy: uy # uy) are:
fy = y1.and fl; = y,.
(i) The minimum value of S, =¥ ¥ (v — u)zis:

So=Yy By O —A) =30, IK, Gu—-7)"57.

(if) The minimum value of S; =), 3. (yjk - uj)zis:
J

j=1 k=1 j=1 k=1
=Yko1 e = P1)2 + XRot ok — 72)?
(e)
1)

Zk 1 YZk

=-2 le§=1 (Vak

Z

— U3)

2 = J% (grand average)

=1 YVjk

= z Z (¥jx —ﬁj)z = Z Z (Vjk —}7]'.)2: yj. = Zk

K



] K

S1= 2 Z (vj — lij) ; (under Hy:py # )

j=1 k=1

- Z Z (J’jk - ¥+ ¥ - ,uj)z ; <37j. _ leg=11( Yik j=1.2 )
= Z Z (e = 7) + (371'- - “J')]Z
z Z (YJk y] ) +Z Z (yJ _”1) +zz Z (yjk_yj')(yj'_‘uj)

j=1 k=1 ]1k1 j=1k=1

e — 3’1) +Kz ;. - :“J) +ZZ (7. - :“1)2 e —91)

T
w

> Gpe-5)=0forj=1,..)
=S =k=21 D On=5) +K ) G-w)
ZZ Gie=w) =D D Gpe=5)"+K ). Gr—wy)’
@]Z Z =7’ —2 Z (=)’ —KZ G- )’
=Z > Gpe—wy)’ -KZ ) -y’
1= Y G- n) - —Z 5.~ )’
Note:

LSE of p; is fi; = y; under H;:
$ = z z e — ) = Z z O —7.)

&2
Distribution of 5—1 > (under H,):We found that:

CERES 3D S TR R N = SN =0

j=1 k=1 j=1

Recall:
If y1,¥s,+, vy iid N(u, a?) then y~N (M, 0—2) since yj;, are independent and yj; ~ N(u;,02),

2
K _ 2
~N(01)< ) =;(yj.—uj) ~ Xt
«/f

— 0'2
(1) We have y;. ~N (,uj, ) j=12 =2
\/?



:Z (a/\/—> X(zz)

j=1

Vik—li Vik—MUi K Yik—Hj 2 2
@y~ Ny 0?) = 8~ NO.1) = (H28)" ~ ) = B B (P21) ~ g
Therefore:

1, S 5”
5251 = XG0 ~ X = Xy = 2 T X = 7 "X Gx-2)

2
2
e

z z (YJk ) —Z Z [(y]k Y)‘i'(y ,u)] (- XX y}k)
] K )i K ] «
DI D NITE) 3

Jj=1 k=1 j=1 k=1 j=1 k=1

J
=) i G =3) +IKG - 20— ) ) (YJk .)

=
= So =Z 2 e =) +IKG. - )?
) DD w=w) =) D =) +IKG. —w?
S p=9)'=) > -’ -IKG -
So=2, ), bu—n) —JKG - g7
- D=2 - -0 - wy

The LSE of pis i = y under Hy:

=22 w=)'=) > G-

Distribution of % under Hy:
We have found that

S 1 Jk  _
U—Z=§Z Z (yjk—u)z—;(y..—u)z

K

] _ 2
_ Z y]k 2 <y.. —u)

j=

— .2 2
=Xgr) ~ X
So §
S XGr = +X(1) ~ XGr-1)



(f) We have found that
-~ )((2]1{—1) (under Hy)

)((jK 2) (under H;) —x

Now, if Hy is true,
so 51

~xty @UK—-1)—-(UK—=2)=1) —x=
From *and **:

$o—$ A
%/(1) SO - Sl
F=§ :§/UK—2)~F(1']K_2)
/0K -2)

(@)
Ho:py = =

Hy:py # py
Z Z Vi = 191.73,N = JK = (2)(20) = 40
S=) > Gp=0"=) > u-5)=) > ¥i-IKG)
Z Z Y3 — (2)(20)(5) = 945.241 — (40)(4.793)2 = 26.32704
2

20 20 20
$i = Z z (yjk - 37j.)2 = Z Y1k — V1)* + Z Yok — ¥2)°
=1 k=1
3 Z ka - K(,.) ]

Z J’1k K(J’1

484 278 — (20)(4.86)* ] [460 964 — (20)(4.726)?]

po_ So=$ _2632704-2614848 _
° T3, /(JK2)  26.14848/38

Fy = 0.2595 < Fy 05(1,38) = 4.098
F, € AR

F(1,3%)
/ 7

AR vy R
b 0384099

~ We do not reject H

h
™ F, = 02595 (~ F(1,38))
to = 05116 (~ t(38))

t2 = (0.5116)% = 0.2617
t2 = F, (The difference is because of rounding errors)



(i) Calculating the residuals: ej, = yjx — ¥..
[Minitab For Model H,].
The residuals are consistent with the assumptions of independence, equal variances and Normality.

Ex. 2.2
(a)
Ho:pty = php
Hytpy # pp
Unpaired t-test:
Before After

y1 = 103.25 | y, =100.60

s? =182.72 | s2 =155.61

n, =20 n, = 20

N=n1+n2=4‘0
y =4.793
s?2 =0.673
n, — 1)s?2 + (n, — 1)s?
= oDt 02 D5y g 465
ng+ny, —2
s, = 13.006
df=n1+n2_2=38
Yi— V2 _103.25—100.60

1 1 ’ 1 1
Sp n, +n2 13.006 m+m

to € AR
~ We do not reject Hy: iy, = u, at significance level a = 0,05.
0,*]\‘

t(g)
|
N AR /17—
N AF 21

BB 0 R
RE_acq¢ o2y

O)pup =1 —uzp; ED) = EW1 —y2) =E(W1) —EW2) = uy — U
Hy:pup =0

Hl: HUp *#0
paired t-test



I lee® ¥ 970 38
2 loz.0 1075 -55
B0 130

D D 2645

to =S vn 5, 09206 2.873
D = 2.645
S5 = S A7 0.9206
Vn 20
S2=16.947 = Sp = 4.117
[to] > to025(19) = 2.093
to € RR
~ We reject Hy: u; = u, at significance level « = 0.05.
Jt(n-l):-{-m)

(c) The conclusions are:
. (Hy: 1y = uy is not rejected
1) For t-test: {~ 0" 71 — 2
1) {at a = 0.05 o
Hy: uq = u, is rejected

2) For paired t-test:
) P {at a = 0.05
(d)

e We reached different conclusions.

e The paired t-test is more approprite than t-test.

e Assumptions:

L yjx ~ N(uj, o)
(1) For t-test: 2. ¥ are independent

2 _ L2

i.e. For (a) it is assumed that the Y}, 's are independent and Y, ~ N(p;, a%) for all j and for all k.
Ly ~ N(wj, 07)
(2) For paired t-test { 2.y, 4, ..., v, are independent
3.¥21, -, Y21 ane independent
but y,, and y,; are not independent.
i.e. For (b) it is assumed that the D, 's are independent with D, ~ N(up, 53). The analysis in (b) does not

involve assuming that y;, and y,; (i.e., '‘before’ and 'after' weights for the same man) are independent, so it is
more appropriate.



Ex 2.4:
E@)=1In (Bo+ fix + Bx?)
= ef0) = B + B1x + Bx?
= glEW)] = Bo + Bix + B2x%; (g(x) = e¥)
= glE(y)]=x 8

o b

2;2 1 12 144
oo 1 14 196 B
y=|2o0|x=|1 16 256].8 =5
e 1 18 3.24 B,

(ol 120 400

X x- -

Ex 2.5:
— _ )"k~N(M'k.02 ;J=12and k =123
E(yjk) Bl A { : ] in?iependent
=>EQy)=xp

constraints:

rY117 -1 1 1 07
V12 1 1 0 1 u
Y13 1 1 -1 -1 a
= — d —
Y Y21 X 1 -1 1 0 an E B,
Y22 1 -1 0 1 B,
LY23 1 -1 -1 -1



