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INTRODUCTION In Chapter 3 we defined the dot product of vectors in Rn, and we used that concept to
define notions of length, angle, distance, and orthogonality. In this chapter we will
generalize those ideas so they are applicable in any vector space, not just Rn. We will
also discuss various applications of these ideas.

6.1 Inner Products
In this section we will use the most important properties of the dot product on Rn as
axioms, which, if satisfied by the vectors in a vector space V, will enable us to extend the
notions of length, distance, angle, and perpendicularity to general vector spaces.

General Inner Products In Definition 4 of Section 3.2 we defined the dot product of two vectors in Rn, and in
Theorem 3.2.2 we listed four fundamental properties of such products. Our first goal
in this section is to extend the notion of a dot product to general real vector spaces by
using those four properties as axioms. We make the following definition.

Note that Definition 1 applies
only to real vector spaces. A
definition of inner products on
complex vector spaces is given
in the exercises. Since we will
have little need for complex
vector spaces from this point
on, you can assume that all
vector spaces under discussion
are real, even though some of
the theorems are also valid in
complex vector spaces.

DEFINITION 1 An inner product on a real vector space V is a function that associates
a real number 〈u, v〉 with each pair of vectors in V in such a way that the following
axioms are satisfied for all vectors u, v, and w in V and all scalars k.

1. 〈u, v〉 = 〈v, u〉 [ Symmetry axiom ]

2. 〈u + v, w〉 = 〈u, w〉 + 〈v, w〉 [ Additivity axiom ]

3. 〈ku, v〉 = k〈u, v〉 [ Homogeneity axiom ]

4. 〈v, v〉 ≥ 0 and 〈v, v〉 = 0 if and only if v = 0 [ Positivity axiom ]

A real vector space with an inner product is called a real inner product space.

Because the axioms for a real inner product space are based on properties of the dot
product, these inner product space axioms will be satisfied automatically if we define the
inner product of two vectors u and v in Rn to be

〈u, v〉 = u · v = u1v1 + u2v2 + · · · + unvn (1)
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346 Chapter 6 Inner Product Spaces

This inner product is commonly called the Euclidean inner product (or the standard inner
product) on Rn to distinguish it from other possible inner products that might be defined
on Rn. We call Rn with the Euclidean inner product Euclidean n-space.

Inner products can be used to define notions of norm and distance in a general inner
product space just as we did with dot products in Rn. Recall from Formulas (11) and (19)
of Section 3.2 that if u and v are vectors in Euclidean n-space, then norm and distance
can be expressed in terms of the dot product as

‖v‖ = √
v · v and d(u, v) = ‖u − v‖ =

√
(u − v) · (u − v)

Motivated by these formulas, we make the following definition.

DEFINITION 2 If V is a real inner product space, then the norm (or length) of a vector
v in V is denoted by ‖v‖ and is defined by

‖v‖ =
√

〈v, v〉
and the distance between two vectors is denoted by d(u, v) and is defined by

d(u, v) = ‖u − v‖ =
√

〈u − v, u − v〉
A vector of norm 1 is called a unit vector.

The following theorem, whose proof is left for the exercises, shows that norms and
distances in real inner product spaces have many of the properties that you might expect.

THEOREM 6.1.1 If u and v are vectors in a real inner product space V, and if k is a
scalar, then:

(a) ‖v‖ ≥ 0 with equality if and only if v = 0.

(b) ‖kv‖ = |k|‖v‖.
(c) d(u, v) = d(v, u).

(d ) d(u, v) ≥ 0 with equality if and only if u = v.

Although the Euclidean inner product is the most important inner product on Rn,
there are various applications in which it is desirable to modify it by weighting each term
differently. More precisely, if

w1, w2, . . . , wn

are positive real numbers, which we will call weights, and if u = (u1, u2, . . . , un) and
v = (v1, v2, . . . , vn) are vectors in Rn, then it can be shown that the formula

〈u, v〉 = w1u1v1 + w2u2v2 + · · · + wnunvn (2)

defines an inner product on Rn that we call the weighted Euclidean inner product with

Note that the standard Eu-
clidean inner product in For-
mula (1) is the special case
of the weighted Euclidean in-
ner product in which all the
weights are 1.

weights w1, w2, . . . , wn.

EXAMPLE 1 Weighted Euclidean Inner Product

Let u = (u1, u2) and v = (v1, v2) be vectors in R2. Verify that the weighted Euclidean
inner product

〈u, v〉 = 3u1v1 + 2u2v2 (3)

satisfies the four inner product axioms.

=IVII*<v, u>

=

-- -
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6.1 Inner Products 347

Solution

Axiom 1: Interchanging u and v in Formula (3) does not change the sum on the right
side, so 〈u, v〉 = 〈v, u〉.
Axiom 2: If w = (w1, w2), then

In Example 1, we are using
subscripted w’s to denote the
components of the vector w,
not the weights. The weights
are the numbers 3 and 2 in For-
mula (3).

〈u + v, w〉 = 3(u1 + v1)w1 + 2(u2 + v2)w2

= 3(u1w1 + v1w1) + 2(u2w2 + v2w2)

= (3u1w1 + 2u2w2) + (3v1w1 + 2v2w2)

= 〈u, w〉 + 〈v, w〉
Axiom 3: 〈ku, v〉 = 3(ku1)v1 + 2(ku2)v2

= k(3u1v1 + 2u2v2)

= k〈u, v〉
Axiom 4: 〈v, v〉 = 3(v1v1) + 2(v2v2) = 3v2

1 + 2v2
2 ≥ 0 with equality if and only if

v1 = v2 = 0, that is, if and only if v = 0.

An Application ofWeighted
Euclidean Inner Products

To illustrate one way in which a weighted Euclidean inner product can arise, suppose
that some physical experiment has n possible numerical outcomes

x1, x2, . . . , xn

and that a series of m repetitions of the experiment yields these values with various
frequencies. Specifically, suppose that x1 occurs f1 times, x2 occurs f2 times, and so
forth. Since there is a total of m repetitions of the experiment, it follows that

f1 + f2 + · · · + fn = m

Thus, the arithmetic average of the observed numerical values (denoted by x̄) is

x̄ = f1x1 + f2x2 + · · · + fnxn

f1 + f2 + · · · + fn

= 1
m

(f1x1 + f2x2 + · · · + fnxn) (4)

If we let
f = (f1, f2, . . . , fn)

x = (x1, x2, . . . , xn)

w1 = w2 = · · · = wn = 1/m

then (4) can be expressed as the weighted Euclidean inner product

x̄ = 〈f, x〉 = w1f1x1 + w2f2x2 + · · · + wnfnxn

EXAMPLE 2 Calculating with aWeighted Euclidean Inner Product

It is important to keep in mind that norm and distance depend on the inner product being
used. If the inner product is changed, then the norms and distances between vectors also
change. For example, for the vectors u = (1, 0) and v = (0, 1) in R2 with the Euclidean
inner product we have

‖u‖ =
√

12 + 0 2 = 1

and
d(u, v) = ‖u − v‖ = ‖(1, −1)‖ =

√
12 + (−1)2 =

√
2

but if we change to the weighted Euclidean inner product

〈u, v〉 = 3u1v1 + 2u2v2

we have
‖u‖ = 〈u, u〉1/2 = [3(1)(1) + 2(0)(0)]1/2 =

√
3

① (u,v) =34,V, +2kV2

=3V4, + 2VeVe

=(V,u)
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348 Chapter 6 Inner Product Spaces

and
d(u, v) = ‖u − v‖ = 〈(1, −1), (1, −1)〉1/2

= [3(1)(1) + 2(−1)(−1)]1/2 =
√

5

Unit Circles and Spheres in
Inner Product Spaces

DEFINITION 3 If V is an inner product space, then the set of points in V that satisfy

‖u‖ = 1

is called the unit sphere or sometimes the unit circle in V .

EXAMPLE 3 Unusual Unit Circles in R2

(a) Sketch the unit circle in an xy-coordinate system in R2 using the Euclidean inner
product 〈u, v〉 = u1v1 + u2v2.

(b) Sketch the unit circle in an xy-coordinate system in R2 using the weighted Euclidean
inner product 〈u, v〉 = 1

9u1v1 + 1
4u2v2.

Solution (a) If u = (x, y), then ‖u‖ = 〈u, u〉1/2 =
√

x2 + y2, so the equation of the unit
circle is

√
x2 + y2 = 1, or on squaring both sides,

x2 + y2 = 1

As expected, the graph of this equation is a circle of radius 1 centered at the origin
(Figure 6.1.1a).

y

x

1

||u|| = 1

(a)  The unit circle using
       the standard Euclidean
       inner product.

(b)  The unit circle using
       a weighted Euclidean
       inner product.

y

x

3

2 ||u|| = 1

Figure 6.1.1

Solution (b) If u = (x, y), then ‖u‖ = 〈u, u〉1/2 =
√

1
9x

2 + 1
4y

2, so the equation of the

unit circle is
√

1
9x

2 + 1
4y

2 = 1, or on squaring both sides,

x2

9
+ y2

4
= 1

The graph of this equation is the ellipse shown in Figure 6.1.1b. Though this may seem
odd when viewed geometrically, it makes sense algebraically since all points on the ellipse
are 1 unit away from the origin relative to the given weighted Euclidean inner product. In
short, weighting has the effect of distorting the space that we are used to seeing through
“unweighted Euclidean eyes.”

Inner Products Generated
by Matrices

The Euclidean inner product and the weighted Euclidean inner products are special cases
of a general class of inner products on Rn called matrix inner products. To define this
class of inner products, let u and v be vectors in Rn that are expressed in column form,
and let A be an invertible n × n matrix. It can be shown (Exercise 47) that if u · v is the
Euclidean inner product on Rn, then the formula

〈u, v〉 = Au · Av (5)

also defines an inner product; it is called the inner product on Rn generated by A.
Recall from Table 1 of Section 3.2 that if u and v are in column form, then u · v can

be written as vTu from which it follows that (5) can be expressed as

〈u, v〉 = (Av)TAu

X

#
3
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6.1 Inner Products 349

or equivalently as

〈u, v〉 = vTATAu (6)

EXAMPLE 4 Matrices GeneratingWeighted Euclidean Inner Products

The standard Euclidean and weighted Euclidean inner products are special cases of
matrix inner products. The standard Euclidean inner product on Rn is generated by the
n × n identity matrix, since setting A = I in Formula (5) yields

〈u, v〉 = Iu · Iv = u · v

and the weighted Euclidean inner product

〈u, v〉 = w1u1v1 + w2u2v2 + · · · + wnunvn (7)

is generated by the matrix

A =





√
w1 0 0 · · · 0
0

√
w2 0 · · · 0

...
...

...
...

0 0 0 · · · √
wn





This can be seen by observing that ATA is the n × n diagonal matrix whose diagonal
entries are the weights w1, w2, . . . , wn.

EXAMPLE 5 Example 1 Revisited

The weighted Euclidean inner product 〈u, v〉 = 3u1v1 + 2u2v2 discussed in Example 1
Every diagonal matrix with
positive diagonal entries gen-
erates a weighted inner prod-
uct. Why?

is the inner product on R2 generated by

A =
[√

3 0
0

√
2

]

Other Examples of Inner
Products

So far, we have only considered examples of inner products on Rn. We will now consider
examples of inner products on some of the other kinds of vector spaces that we discussed
earlier.

EXAMPLE 6 The Standard Inner Product onMnn

If u = U and v = V are matrices in the vector space Mnn, then the formula

〈u, v〉 = tr(UTV ) (8)

defines an inner product on Mnn called the standard inner product on that space (see
Definition 8 of Section 1.3 for a definition of trace). This can be proved by confirming
that the four inner product space axioms are satisfied, but we can see why this is so by
computing (8) for the 2 × 2 matrices

U =
[
u1 u2

u3 u4

]
and V =

[
v1 v2

v3 v4

]

This yields
〈u, v〉 = tr(UTV ) = u1v1 + u2v2 + u3v3 + u4v4

-
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350 Chapter 6 Inner Product Spaces

which is just the dot product of the corresponding entries in the two matrices. And it
follows from this that

‖u‖ =
√

〈u, u〉 =
√

tr〈UTU〉 =
√

u2
1 + u2

2 + u2
3 + u2

4

For example, if

u = U =
[

1 2
3 4

]
and v = V =

[−1 0
3 2

]

then
〈u, v〉 = tr(UTV ) = 1(−1) + 2(0) + 3(3) + 4(2) = 16

and
‖u‖ = √〈u, u〉 =

√
tr(UTU) =

√
12 + 22 + 32 + 42 =

√
30

‖v‖ = √〈v, v〉 =
√

tr(V TV ) =
√

(−1)2 + 02 + 32 + 22 =
√

14

EXAMPLE 7 The Standard Inner Product on Pn
If

p = a0 + a1x + · · · + anx
n and q = b0 + b1x + · · · + bnx

n

are polynomials in Pn, then the following formula defines an inner product on Pn (verify)
that we will call the standard inner product on this space:

〈p, q〉 = a0b0 + a1b1 + · · · + anbn (9)

The norm of a polynomial p relative to this inner product is

‖p‖ =
√

〈p, p〉 =
√

a2
0 + a2

1 + · · · + a2
n

EXAMPLE 8 The Evaluation Inner Product on Pn
If

p = p(x) = a0 + a1x + · · · + anx
n and q = q(x) = b0 + b1x + · · · + bnx

n

are polynomials in Pn, and if x0, x1, . . . , xn are distinct real numbers (called sample
points), then the formula

〈p, q〉 = p(x0)q(x0) + p(x1)q(x1) + · · · + p(xn)q(xn) (10)

defines an inner product on Pn called the evaluation inner product at x0, x1, . . . , xn.
Algebraically, this can be viewed as the dot product in Rn of the n-tuples

(
p(x0), p(x1), . . . , p(xn)

)
and

(
q(x0), q(x1), . . . , q(xn)

)

and hence the first three inner product axioms follow from properties of the dot product.
The fourth inner product axiom follows from the fact that

〈p, p〉 = [p(x0)]2 + [p(x1)]2 + · · · + [p(xn)]2 ≥ 0

with equality holding if and only if

p(x0) = p(x1) = · · · = p(xn) = 0

But a nonzero polynomial of degree n or less can have at most n distinct roots, so it must
be that p = 0, which proves that the fourth inner product axiom holds.

=>>>
=> -
- fit
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The norm of a polynomial p relative to the evaluation inner product is

‖p‖ =
√

〈p, p〉 =
√

[p(x0)]2 + [p(x1)]2 + · · · + [p(xn)]2 (11)

EXAMPLE 9 Working with the Evaluation Inner Product

Let P2 have the evaluation inner product at the points

x0 = −2, x1 = 0, and x2 = 2

Compute 〈p, q〉 and ‖p‖ for the polynomials p = p(x) = x2 and q = q(x) = 1 + x.

Solution It follows from (10) and (11) that

〈p, q〉 = p(−2)q(−2) + p(0)q(0) + p(2)q(2) = (4)(−1) + (0)(1) + (4)(3) = 8

‖p‖ =
√

[p(x0)]2 + [p(x1)]2 + [p(x2)]2 =
√

[p(−2)]2 + [p(0)]2 + [p(2)]2

=
√

42 + 02 + 42 =
√

32 = 4
√

2

EXAMPLE 10 An Integral Inner Product on C [a, b]

Let f = f(x) and g = g(x) be two functions in C[a, b] and define

CA L C U L U S R E Q U I R E D

〈f, g〉 =
∫ b

a

f(x)g(x) dx (12)

We will show that this formula defines an inner product on C[a, b] by verifying the four
inner product axioms for functions f = f(x), g = g(x), and h = h(x) in C[a, b]:

Axiom 1: 〈f, g〉 =
∫ b

a

f(x)g(x) dx =
∫ b

a

g(x)f(x) dx = 〈g, f〉

Axiom 2: 〈f + g, h〉 =
∫ b

a

(f(x) + g(x))h(x) dx

=
∫ b

a

f(x)h(x) dx +
∫ b

a

g(x)h(x) dx

= 〈f, h〉 + 〈g, h〉

Axiom 3: 〈kf, g〉 =
∫ b

a

kf(x)g(x) dx = k

∫ b

a

f(x)g(x) dx = k〈f, g〉

Axiom 4: If f = f(x) is any function in C[a, b], then

〈f, f〉 =
∫ b

a

f 2(x) dx ≥ 0 (13)

since f 2(x) ≥ 0 for all x in the interval [a, b]. Moreover, because f is continuous on
[a, b], the equality in Formula (13) holds if and only if the function f is identically zero
on [a, b], that is, if and only if f = 0; and this proves that Axiom 4 holds.

EXAMPLE 11 Norm of aVector in C [a, b]

If C[a, b] has the inner product that was defined in Example 10, then the norm of a

CA L C U L U S R E Q U I R E D

function f = f(x) relative to this inner product is

‖f‖ = 〈f, f〉1/2 =
√∫ b

a

f 2(x) dx (14)

X
I
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and the unit sphere in this space consists of all functions f in C[a, b] that satisfy the
equation ∫ b

a

f 2(x) dx = 1

Remark Note that the vector space Pn is a subspace of C[a, b] because polynomials are contin-
uous functions. Thus, Formula (12) defines an inner product on Pn that is different from both the
standard inner product and the evaluation inner product.

WARNING Recall from calculus that the arc length of a curve y = f(x) over an interval [a, b]
is given by the formula

L =
∫ b

a

√
1 + [f ′(x)]2 dx (15)

Do not confuse this concept of arc length with ‖f‖, which is the length (norm) of f when f is
viewed as a vector in C[a, b]. Formulas (14) and (15) have different meanings.

Algebraic Properties of
Inner Products

The following theorem lists some of the algebraic properties of inner products that follow
from the inner product axioms. This result is a generalization of Theorem 3.2.3, which
applied only to the dot product on Rn.

THEOREM 6.1.2 If u, v, and w are vectors in a real inner product space V, and if k is a
scalar, then:

(a) 〈0, v〉 = 〈v, 0〉 = 0

(b) 〈u, v + w〉 = 〈u, v〉 + 〈u, w〉
(c) 〈u, v − w〉 = 〈u, v〉 − 〈u, w〉
(d ) 〈u − v, w〉 = 〈u, w〉 − 〈v, w〉
(e) k〈u, v〉 = 〈u, kv〉

Proof We will prove part (b) and leave the proofs of the remaining parts as exercises.

〈u, v + w〉 = 〈v + w, u〉 [ By symmetry ]

= 〈v, u〉 + 〈w, u〉 [ By additivity ]

= 〈u, v〉 + 〈u, w〉 [ By symmetry ]

The following example illustrates how Theorem 6.1.2 and the defining properties of
inner products can be used to perform algebraic computations with inner products. As
you read through the example, you will find it instructive to justify the steps.

EXAMPLE 12 Calculating with Inner Products

〈u − 2v, 3u + 4v〉 = 〈u, 3u + 4v〉 − 〈2v, 3u + 4v〉
= 〈u, 3u〉 + 〈u, 4v〉 − 〈2v, 3u〉 − 〈2v, 4v〉
= 3〈u, u〉 + 4〈u, v〉 − 6〈v, u〉 − 8〈v, v〉
= 3‖u‖2 + 4〈u, v〉 − 6〈u, v〉 − 8‖v‖2

= 3‖u‖2 − 2〈u, v〉 − 8‖v‖2

X
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Exercise Set 6.1
1. Let R2 have the weighted Euclidean inner product

〈u, v〉 = 2u1v1 + 3u2v2

and let u = (1, 1), v = (3, 2), w = (0, −1), and k = 3. Com-
pute the stated quantities.

(a) 〈u, v〉 (b) 〈kv, w〉 (c) 〈u + v, w〉
(d) ‖v‖ (e) d(u, v) (f ) ‖u − kv‖

2. Follow the directions of Exercise 1 using the weighted Eu-
clidean inner product

〈u, v〉 = 1
2 u1v1 + 5u2v2

In Exercises 3–4, compute the quantities in parts (a)–(f) of
Exercise 1 using the inner product on R2 generated by A.

3. A =
[

2 1

1 1

]

4. A =
[

1 0

2 −1

]

In Exercises 5–6, find a matrix that generates the stated
weighted inner product on R2.

5. 〈u, v〉 = 2u1v1 + 3u2v2 6. 〈u, v〉 = 1
2 u1v1 + 5u2v2

In Exercises 7–8, use the inner product on R2 generated by the
matrix A to find 〈u, v〉 for the vectors u = (0, −3) and v = (6, 2).

7. A =
[

4 1

2 −3

]

8. A =
[

2 1

−1 3

]

In Exercises 9–10, compute the standard inner product on M22

of the given matrices.

9. U =
[

3 −2
4 8

]
, V =

[−1 3
1 1

]

10. U =
[

1 2
−3 5

]
, V =

[
4 6
0 8

]

In Exercises 11–12, find the standard inner product on P2 of
the given polynomials.

11. p = −2 + x + 3x2, q = 4 − 7x2

12. p = −5 + 2x + x2, q = 3 + 2x − 4x2

In Exercises 13–14, a weighted Euclidean inner product on
R2 is given for the vectors u = (u1, u2) and v = (v1, v2). Find a
matrix that generates it.

13. 〈u, v〉 = 3u1v1 + 5u2v2 14. 〈u, v〉 = 4u1v1 + 6u2v2

In Exercises 15–16, a sequence of sample points is given. Use
the evaluation inner product on P3 at those sample points to find
〈p, q〉 for the polynomials

p = x + x3 and q = 1 + x2

15. x0 = −2, x1 = −1, x2 = 0, x3 = 1

16. x0 = −1, x1 = 0, x2 = 1, x3 = 2

In Exercises 17–18, find ‖u‖ and d(u, v) relative to the weighted
Euclidean inner product 〈u, v〉 = 2u1v1 + 3u2v2 on R2.

17. u = (−3, 2) and v = (1, 7)

18. u = (−1, 2) and v = (2, 5)

In Exercises 19–20, find ‖p‖ and d(p, q) relative to the standard
inner product on P2.

19. p = −2 + x + 3x2, q = 4 − 7x2

20. p = −5 + 2x + x2, q = 3 + 2x − 4x2

In Exercises 21–22, find ‖U‖ and d(U, V ) relative to the stan-
dard inner product on M22.

21. U =
[

3 −2
4 8

]
, V =

[−1 3
1 1

]

22. U =
[

1 2
−3 5

]
, V =

[
4 6
0 8

]

In Exercises 23–24, let

p = x + x3 and q = 1 + x2

Find ‖p‖ and d(p, q) relative to the evaluation inner product on
P3 at the stated sample points.

23. x0 = −2, x1 = −1, x2 = 0, x3 = 1

24. x0 = −1, x1 = 0, x2 = 1, x3 = 2

In Exercises 25–26, find ‖u‖ and d(u, v) for the vectors
u = (−1, 2) and v = (2, 5) relative to the inner product on R2

generated by the matrix A.

25. A =
[

4 0

3 5

]

26. A =
[

1 2

−1 3

]

In Exercises 27–28, suppose that u, v, and w are vectors in an
inner product space such that

〈u, v〉 = 2, 〈v, w〉 = −6, 〈u, w〉 = −3

‖u‖ = 1, ‖v‖ = 2, ‖w‖ = 7

Evaluate the given expression.

27. (a) 〈2v − w, 3u + 2w〉 (b) ‖u + v‖

28. (a) 〈u − v − 2w, 4u + v〉 (b) ‖2w − v‖

In Exercises 29–30, sketch the unit circle in R2 using the given
inner product.

29. 〈u, v〉 = 1
4 u1v1 + 1

16 u2v2 30. 〈u, v〉 = 2u1v1 + u2v2
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In Exercises 31–32, find a weighted Euclidean inner product
on R2 for which the “unit circle” is the ellipse shown in the accom-
panying figure.

31.

x

y

1

3

Figure Ex-31

32.

x

y

1

3
4

Figure Ex-31

In Exercises 33–34, let u = (u1, u2, u3) and v = (v1, v2, v3).
Show that the expression does not define an inner product on R3,
and list all inner product axioms that fail to hold.

33. 〈u, v〉 = u2
1v

2
1 + u2

2v
2
2 + u2

3v
2
3

34. 〈u, v〉 = u1v1 − u2v2 + u3v3

In Exercises 35–36, suppose that u and v are vectors in an in-
ner product space. Rewrite the given expression in terms of 〈u, v〉,
‖u‖2, and ‖v‖2.

35. 〈2v − 4u, u − 3v〉 36. 〈5u + 6v, 4v − 3u〉

37. (Calculus required ) Let the vector space P2 have the inner
product

〈p, q〉 =
∫ 1

−1
p(x)q(x) dx

Find the following for p = 1 and q = x2.

(a) 〈p, q〉 (b) d(p, q)

(c) ‖p‖ (d) ‖q‖

38. (Calculus required ) Let the vector space P3 have the inner
product

〈p, q〉 =
∫ 1

−1
p(x)q(x) dx

Find the following for p = 2x3 and q = 1 − x3.

(a) 〈p, q〉 (b) d(p, q)

(c) ‖p‖ (d) ‖q‖

(Calculus required ) In Exericses 39–40, use the inner product

〈f, g〉 =
∫ 1

0
f (x)g(x)dx

on C[0, 1] to compute 〈f, g〉.

39. f = cos 2πx, g = sin 2πx 40. f = x, g = ex

Working with Proofs

41. Prove parts (a) and (b) of Theorem 6.1.1.

42. Prove parts (c) and (d) of Theorem 6.1.1.

43. (a) Let u = (u1, u2) and v = (v1, v2). Prove that
〈u, v〉 = 3u1v1 + 5u2v2 defines an inner product on R2 by
showing that the inner product axioms hold.

(b) What conditions must k1 and k2 satisfy for
〈u, v〉 = k1u1v1 + k2u2v2 to define an inner product on
R2? Justify your answer.

44. Prove that the following identity holds for vectors in any inner
product space.

〈u, v〉 = 1
4 ‖u + v‖2 − 1

4 ‖u − v‖2

45. Prove that the following identity holds for vectors in any inner
product space.

‖u + v‖2 + ‖u − v‖2 = 2‖u‖2 + 2‖v‖2

46. The definition of a complex vector space was given in the first
margin note in Section 4.1. The definition of a complex inner
product on a complex vector space V is identical to that in
Definition 1 except that scalars are allowed to be complex
numbers, and Axiom 1 is replaced by 〈u, v〉 = 〈v, u〉. The
remaining axioms are unchanged. A complex vector space
with a complex inner product is called a complex inner product
space. Prove that if V is a complex inner product space, then
〈u, kv〉 = k〈u, v〉.

47. Prove that Formula (5) defines an inner product on Rn.

48. (a) Prove that if v is a fixed vector in a real inner product space
V , then the mapping T : V →R defined by T (x) = 〈x, v〉
is a linear transformation.

(b) Let V = R3 have the Euclidean inner product, and let
v = (1, 0, 2). Compute T (1, 1, 1).

(c) Let V = P2 have the standard inner product, and let
v = 1 + x. Compute T (x + x2).

(d) Let V = P2 have the evaluation inner product at the points
x0 = 1, x1 = 0, x2 = −1, and let v = 1 + x. Compute
T (x + x2).

True-False Exercises

TF. In parts (a)–(g) determine whether the statement is true or
false, and justify your answer.

(a) The dot product on R2 is an example of a weighted inner
product.

(b) The inner product of two vectors cannot be a negative real
number.

(c) 〈u, v + w〉 = 〈v, u〉 + 〈w, u〉.

(d) 〈ku, kv〉 = k2〈u, v〉.

(e) If 〈u, v〉 = 0, then u = 0 or v = 0.

(f ) If ‖v‖2 = 0, then v = 0.

(g) If A is an n × n matrix, then 〈u, v〉 = Au · Av defines an inner
product on Rn.


