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What is SPSS?
SPSS means “Statistical Package for the Social Sciences”.
SPSS is software for managing data and calculating a wide
variety of statistics, and analyzing all sorts of data. SPSS can
open all file formats that are commonly used for structured
data such as

@ spreadsheets from MS Excel or OpenOffice;

@ plain text files (.txt or .csv);

© relational (SQL) databases;

® Stata and SAS.
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The SPSS Windows and Files
SPSS Statistics has three main windows, plus a menu bar at
the top. The windows are

® Data Editor (.sav files):
® Output Viewer (.spv files)
©® Syntax Editor (.sps files)
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1. Data Editor Window

a. Data View: After opening data, SPSS displays them in a
spreadsheet. It is called data view. Changes you make to your
data are not permanent until you save them (click File - Save
or Save As). Data files are saved with a file type of .sav.

3 *Employee data.sav [DataSetl] - IBM SPSS Statistics Data Editor =@ X
Eile Edit View Data Transform Analyze Graphs Custom  Ulilities Add-ons Window Help
P E—— S e A x Al (-
SHE M-~ BHLAE H S BAE 9
Visible: 10 of 10 Variables
id ] gender bdate | educ \ jobcat salary [ salbegin [ jobtime []
1 1 Male 02/03/1952 15 Manager $57,000 $27,000 98 ;
2 2 Male 05/23/1958 16 Clerical $40,200 §$18,750 98
3 3 Female 07/26/1929 12 Clerical $21,450 $12,000 98
4 4 Female 04/15/1947 8 Clerical $21,900 $13,200 98
S 5 Male 02/09/1955 15 Clerical $45,000 $21,000 98
6 6 Male 08/22/1958 15 Clerical $32,100 $13,500 98
T 7 Male 04/26/1956 15 Clerical $36,000 $18,750 98
8 8 Female 05/06/1966 12 Clerical $21,900 $9,750 98
9 9 Female 01/23/1946 15 Clerical §27,900 $12,750 98
10 10 Female 02/13/1946 12 Clerical $24,000 $13,500 98
<5 S| 11 Female 02/07/1950 16 Clerical $30,300 $16,500 98
12 12 Male 01/11/1966 8 Clerical $28,350 $12,000 98
13 13 Male 07/17/1960 15 Clerical $27,750 $14,250 98
I 14 Female 02/26/1949 15 Clerical  $35,100  $16,800 98 [
[ ——— ']
= =
| Data View Variable View
1BM SPSS Statistics Processor is ready Unicode:ON
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1. Data Editor Window
b. Variable View: It shows the meaning of variables, data
types, and data values.

@
File Edit View Data Transform Analyze Graphs Utilites Extensions Window Help
Name Type Label Val

1 id Numeric  Unique person identifier None
2 gender Numeric {0, Mal¢
3 birthday Date None
4 source_2010 Numeric ~ Primary source of income in2010 {0, Cor
5 source_2011 Numeric  Primary source of income in2011 {0, Cor
6 income_2010 Dollar Gross total income over 2010 None
7 income_2011 Dollar Gross total income over 2011 None
8 income 2012 Dollar Gross total income over 2012 None
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2. Output Viewer Window

Statistical results will show up in the Output Viewer. The Output
Viewer shows you tables of statistical output and any graphs you
create. By default it also show you the programming language for
the commands that you issued (called syntax in SPSS jargon), and
most error messages will also appear here. The Output Viewer also
allows you to edit and print your results. The tables of the Output
Viewer are saved (click File - Save or Save As) with a file type of
.spv, which can only be opened with SPSS software.

1@ *Output1 [Document1] - BM SPSS Statistics Viewer =

Eile Edit View Data Transform |Inset Format Analyze Graphs Custom Utilites Add-ons Window Help
=W T i L N 3 . T " m
SHER NE e~ ABLE 00 & P =
€« += BB "N

8 [ Output DESCRIPTIVES VARIABLES=salary salbegin -

[ @Log /STATISTICS=MEAN STDDEV MIN MAX
& {&] Descriptives S = S .
{2 Title
& Notes # Descriptives

i~-L[ Active Dataset
[ Descriptive Statis!
[DataSet1] U:\SPSS\Workshops\Data\Employee data.sav

Descriptive Statistics
N Minimum | Maximum Mean Std. Deviation
Current Salary 474 | $15750 | $135000 | §34,41957 §17,075.661
Beginning Salary 474 $9,000 $79,980 | $17,016.09 $7,870.638
Valid N (listwise) 474
(KR L1 | 1 —— I¥
IBM SPSS Statistics Processor is ready| |Cases: 100 |Unicode:ON
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3. Syntax Editor Window

The Syntax Editor allows you to write, edit, and run commands
in the SPSS programming language. If you are also using the
menus and dialog boxes, the Paste button automatically writes
the syntax for the command you have specified into the active
Syntax Editor. These files are saved as plain text and almost
any text editor can open them, but with a file extension of .sps.

(3 IBM SPSS Statistics Syntax Editor S s s s (= [E s
File Edt View Data Transform Analge Graphs Custom Utiiies Add-ons Run Tools Window Help

SHe R e~ ABLEH PO 00 & =
e g Q@Y B W — o lomsens

GET

?|eeET
DATASET NAME J| FILE=C:\Program F ee data sav.
DATASET ACTIVATE P [DATASET NAME DataSet1| WINDOW=
DESCRIPTIVES

[DATASET ACTIVATE DataSet1
’\" IDESCRIPTIVES VARIABLES=salary salbegin
)| /STATISTICS=MEAN STDDEV MIN MAX

R

1BM SPSS Statistics Processoris ready| | |Unicode:ON In3Col 21| |NUM|
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Descriptive Statistics for quantitative variables

The data in freelancers.sav file contain a variable holding
respondents’ incomes over 2010, we can compute the average
income by navigating to Descriptive Statistics as shown below

a *freelancers sav [DataSet4] - IBM SPSS Sta
Fle EGt Vew Data Transtorm Anaize DirectMarkeing Graphs Ulifies Addgns  Window Help
H&4MB123456 Reports »
1- gender o Descriptive Statistics » Frequencies.
- Tables , -

|income_2010 e teans | @oesciptves. lincome_2!

m A Egiore <

1 $6,072.40 | qoreratineariocel T $6,¢

Doing so opens a dialog box in which we select one or many
variables and one or several statistics we'd like to inspect.

=] Descriptives Bl & oescriptives Options
Variable(s) -!m ¥ Mean [ sum
& gender & income_2010 =
& source_2010 ¥ Std.deviation ¥ Minimum
& income_2011 [C)yariance ¥ Wagmum
& income_2012 e e
& income_2013
& income_2014 E Distribution
& sector_2010 Kurtosis Skewness.

& sector_2011
& sector_2012 Display Order
e © varsie st

O Alphabetic
O Asgending means
© Descending means

Save standardized values as variables

(Lo ) Cpaste ] (seset (canc] e ) (Gontnue) (_cance J(_riew |
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After clicking Ok, a new window opens up: SPSS’ output

viewer window. It shows a table with all statistics on all
variables we chose.

@ *Output4 [Documentd] - IBM SPSS Statistics Viewer - oEl
Flo EGt vew Dsta Tansm inset Fomat Anaige DirectMarietng Graphs Utities Addons  Window Help
HO4B1234567
8 ouput
& [ Descriptue: Descriptives
@
L@
g Descript Descripie Staistics
T Wi | W T W[ S Dwvton |
w0 [ s607200 [ se0arimt [ sasasnasn | re77asass
Vali N istwise) ©
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Descriptive Statistics for qualitative variables
Analyze — Descriptive Statistics — Frequencies

Untitled - SPSS Data Editor

File Edit View Data Transform

Utiities Window  Help

Graphs
Reports

Descriptives. .
Explore...
Crosstabs...

Ratio...
P——

Tables

Compare Means

1 General Lingar Model
Mixed Models

»
»
»
»
»
»
Correlate >
Regression »
Loglinear » 1
»
»
»
»
»
»
»

Classify

Data Reduction

Scale

Nonparametric Tests
Time Series

Survival

Multiple Response
Missing Yalue Analysis. ..

ol 21 K21 P ) Y

] B 1= R
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The Chi-Square test of association between two independent
variables output:

Suppose we want to see if there is an association between brand of antidandruff shampoo ("Noflakes” and
"Head and Shudders”) and hair loss (totally bald versus no hair loss). In this case, we would have two
columns. One would give the brand of shampoo that a participant used (coded 1 for "Noflakes” or "2" for
"Head and Shudders”) and the other would give the same participant’s state of hairiness (coded with "1”
for "bald” or "2" for "full head of hair"). The data is in excel file that is named “chi square data spss.xlsx”.
Hp: the hairloss and shampoo brand variables are independent vs Hp: not independent. To perform the
Chi-Square analysis, go to "Analyze” and pick " DescriptiveStatistics” and then " Crosstabs”. The output
shows us that 17 people used "Noflakes” and 13 used "Head and Shudders”. It also shows us the observed
frequencies (how many users of each shampoo actually were bald and how many were actually hairy) and
the expected frequencies (how many bald and hairy users of each shampoo we would expect to get if
baldness and shampoo choice had nothing to do with each other). Hopefully you can see that the observed
and expected frequencies are rather different from each other.
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[ Display clustered bar charts
[] Suppress tables

Chi-square

Norminal

] Contingency coefficient
[ Phi and Cramér's V.

[ Lambda

[ Uncettainty coefficient

Nominal by Interval

O

Row(s).
& hailoss
Columr(s}
Layerof T

[} [J Cochran's and Mantel-Haenszel statistics

Row(s)

X

[ Conelations
Orcinal
[ Gamma
[JSomers'd
[Kendal's taub
[JKendal's tauc

Ckappa
CRisk
[ McNemar
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Crosstabs: Cell Display

Counts

Expected
Percentages Residuals
[JRow [] Unstandardized
[ Colurnn [ Standardized
[ Total [[] Adjusted standardized
Noninteger 'Weights
() Round cell counts O Round case weights

O Truncate cell counts

O Truncate case weights
© No adjustments
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The SPSS output is given as bellow:

hairloss * shampoo Crosstabulation

shampoo
Head and
Noflakes | Shudders | Total

Taioss  bald _ Count 12 3 15
Expected Count 85 65 15.0

hairy  Count 5 10 15

Expected Count 85 65 15.0

Total Count 7 13 30
Expected Count 170 130 30.0

Chi-Square Tests

Asymp. Sig. | Exact Sig. | Exact Sig.
Value dt (@2-sided) | (2-sided) | (1-sided)
Pearson Chi-Square 6.652° 1 010
Continuity Correctior® | 4,887 1 027
Likelihood Ratio 6.946 1 008
Fishers Exact Test 025 013
Linear-by-Linear
Association 6430) ! S
N of Valid Cases 20
2 Computed only for a 2x2 table
b.0 cells (.0%) count less than 5. The count is 6.
50.

the results of the Chi-Square test in the last table: Chi-Square is
6.65, with 1 degree of freedom, and this is significant at p = .01 (i.e.
there is a significant association (dependent) between shampoo
choice and hair loss.
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Pearson's Correlation Coefficient output: The following data
concerns the blood haemoglobin (Hb) levels and packed cell
volumes (PCV) of 14 female blood bank donors. It is of
interest to know if there is a relationship between the two
variables Hb and PCV when considered in the female
population.

Hb  PCV
155 0.450
13.6  0.420
13.5  0.440
13.0  0.395
133 0395
124 0370
1.1 0.390
13.1  0.400
16.1  0.445
164 0.470
134 0390
13.2 0.400
143 0.420
16.1  0.450

You can find the data in “corr data spss.xlsx” file.
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SPSS produces the following correlation output:
Correlations
Hb PCV
Hb Pearson Correlation 1 877"
Sig. (2-tailed) .000
N 14 14
PCV Pearson Correlation 877" 1
Sig. (2-tailed) 000
N 14 14

**. Correlation is significantatthe 0.01 level (2-
tailed).

The Pearson correlation coefficient value of 0.877, i.e. there
appears to be a positive correlation between the two variables.
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Linear Regression:
Suppose we have the following dataset that shows the number
of hours studied and the exam score received by 20 students:

FRE M e = Bi,=
& hours | & score var var
00

1 67.00
2 00 78.00
3 1.00 7200
4 1.00 74.00
5 1.00 88.00
6 1.00 71.00
7 1.00 76.00
8 2.00 80.00
9 2.00 76.00
10 3.00 85.00
1" 300 86.00
12 3.00 88.00
13 3.00 94.00
14 3.00 88.00
15 4.00 90.00
16 4.00 93.00
17 400 80.00
18 5.00 81.00
19 5.00 68.00
20 6.00 94.00
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first table of the output we're interested in is the one titled
Model Summary:

Model Summar\f’
Adjusted R Std. Error of
Model R R Square Square the Estimate
1 2 506 479 5.86100

a. Predictors: (Constant), hours
b. Dependent Variable: score
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The next table we're interested in is titled Coefficients:

Coefficients®

Standardized
Unstandardized Coefficients Coefficients
Model B Std. Error Beta t Sig
1 (Constant) 73.662 2.410 30.571 000
hours 3342 778 12 4297 000

a. Dependent Variable: score

The regression equation is Estimated exam score = 73.662 +
3.342*(hours). Results showed that there was a statistically
significant relationship between hours studied and exam score
(t = 4.297, p=0.000) and hours studied accounted for 50.6%
of explained variability (variation) in exam score.
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T test for a Population Mean:

Example: A scientist from Greenpeace believes that herrings in
the North Sea don't grow as large as they used to. It's well
known that - on average - herrings should weigh 400 grams.
The scientist catches and weighs 40 herrings, resulting in
herrings.sav. Can we conclude from these data that the
average herring weighs less than 400 grams?

fnalye  DirectMarketing Graphs  Utiities  Add-ons  Window _ Help 1~ One-Sample T Test [ x|
Reports » Q b N
Z 1o B @412 TestVariable(s): (_options...|
Descriptive Statistics » @ & Body weightofthe h._ | -
Tales (S e e e (gotsap. |
Compare Means * | [ Means
General Linear Model * | 3 one-Sample TTest. @
Generalized Linear Models ¥ (a1 jent Samples TTest
Mixed Models » -
= " 4 Paired-Samples T Test
iweme + | B one-way Anova R ©)
Regression
Loglinear » ’7 ®-@ -lm -m -m

2022 20/35



One-Sample Test

TestValue = 400

95% Confidence Interval of the Difference

df Sig. (2-tailed) Mean Difference Lower ] Upper

t
body_weight (1) 2428 [ (2) 39 [ (3) 020 [ (4) -30450 -55.81 | -5.09

The actual t-test results are found in the One-Sample Test table.

(1 - (2 The t value and its degrees of freedom (df) are not immediately interesting but we'll need them
for reporting later on.

(3 The p value, denoted by “Sig. (2-tailed)” is .02; if the population mean is exactly 400 grams, then
there's only a 2% chance of finding the result we did. We usually reject the null hypothesis if p < .05.
We thus conclude that herrings do not weight 400 grams (but probably less than that).

It's important to notice that the p value of .02 is 2-tailed. This means that the p value consists of a 1%
chance for finding a difference < -30 grams and another 1% chance for finding a difference > 30
grams.

(@ The Mean Difference is simply the sample mean minus the hypothesized mean (369.55 - 400 =
-30.45). We could have calculated it ourselves from previously discussed results.

“we found that, on average, herrings weighed less than 400
grams; t(39) = -2.4, p = .020"
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Independent-Samples T-Test:

A two sample t-test is used to test whether or not the means of two
populations are equal.

Example: Researchers want to know if a new fuel treatment leads to
a change in the average miles per gallon of a certain car. To test
this, they conduct an experiment in which 12 cars receive the new
fuel treatment and 12 cars do not. The following screenshot shows
the mpg for each car along with the group they belong to (0 = no
fuel treatment, 1 = fuel treatment):

e ESt View Data Tunsorm Anaes  Qraphs Uties

SHE M e = B0
: Zrm Ll

2828288288888
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Use the following steps to perform a two sample t-test to
determine if there is a difference in average mpg between these
two groups, based on the following null and alternative
hypotheses:

Ho : 11 = uo (average mpg between the two populations is
equal)

Hy @ p1 # po (average mpg between the two populations is not
equal)

Use a significance level of o = 0.05.
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Step 1: Choose the Independent Samples T Test option.
Click the Analyze tab, then Compare Means, then
Independent — SamplesT Test:

Eile Edit View Data TIransform Analze Graphs Utiliies Exiensions Window Help

T T y EFET
= ' :
H E ‘J Degscriptive Statistics 4 - @
i Bayesian Statistics »
& mpg | & group Tables »opr var var
1 20.00 00 Compars Means ¥ | D eane
2 Lo 0o General Linear Mods! * | KB one-gamle TTest
3 21.00 00 =
: s = Generaliged Linear Models ' TR
L Wixed Models »
5 18.00 00 97 . N B pairzg-Samples T Test
orrelate
6 17.00 00 I one-way ANOVA
- = = Regression »
8 2400 0 Loglinear »
5 :0 0 ~ Neural Networks »
= Class »
10 24.00 00 !
1 2.00 00 Dimension Reduction »
- »
12 19.00 oo/| Sae
Al arasmaidis Taste '
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Step 2: Fill in the necessary values to perform the two sample
t-test.

Once you click Independent — SamplesT Test, the following
window will appear:

mlndependem-Samples T Test X
Test Variable(s) -

& mpg
&b group m

(»)

Qruumnq Variable:
(Lo )
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Drag the mpg into the box labelled Test Variable(s) and group
into the box labelled Grouping Variable. Then click Define
Groups and define Group 1 as the rows with value 0 and define
Group 2 as the rows with value 1. Then click OK.

a
TestVariable(s): Opti
S _gptons..
« | W W

8 Define Groups x
®[Use speciedvalues |

Grouping Variable Group 1

N
Define Groups.. O Cirpoict
L) v (et (come) oo )

(gomtnus) _cancet _tisw

2022 26 /35



Step 3: Interpret the results.
Once you click OK, the results of the two sample t-test will be
displayed:

T-Test
Group Statistics
Std. Error
group N Msan  Std. Deviation Mean
mpg 0o 12 21.0000 2.73030 78817
1.00 12 227500 3.25087 93845
Independent Samples Test
s Testfor Equ
Variances +test for Equality of Means
& Interval ofthe
Mean s,
; Sig t o Sig (2Mailsd)  Diflersncs Upper
mpg  Equalvariances 034 855  -1428 2 167 -1.75000 122662 -4.20157 79157
assume:
Equal variances not 442 21362 168 -1.75000 122662 -4.20597 79597
assumed
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The first table displays the following summary statistics for
both groups:

N: The sample size

Mean: The mean mpg of cars in each group

Std. Deviation: The standard deviation of the mpg of cars in
each group

Std. Error Mean: The standard error of the mean mpg,
calculated as S/+/(n)

The second table displays the results of the two sample t-test.
The first row shows the results of the test if you assume that
the variance between the two groups is equal. The second row
shows the results of the test if you don't make this assumption.
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In this case, the two versions of the test produce nearly
identical results. Thus, we will simply refer to the results of
the first row:

t: The test statistic, found to be —1.428

df: The degrees of freedom, calculated as
n+nmn—2=12+12-2=22

Sig. (2-tailed): The two-sided p-value that corresponds to a t
value of —1.428 with df = 22

Mean Difference: The difference between the two sample
means

Std. Error Difference: The standard error of the mean
difference

95% C.I. of the Difference: The 95% confidence interval for
the true difference between the two population means

Since the p-value of the test (.167) is not less than 0.05, we
fail to reject the null hypothesis. We do not have sufficient
evidence to say that the true mean mpg is different between
cars that receive treatment and cars that don't.

2022 29/35



Paired-Samples T-Test

Example: A teacher developed 3 exams for the same course.
He needs to know if they're equally difficult so he asks his
students to complete all 3 exams in random order. Only 19
students volunteer. Their data -partly shown below- are in
compare-exams.sav. They hold the number of correct answers
for each student on all 3 exams.

The Hypotheses:

Ho : HExaml — MExam2 = Hd = 0, vs

Hy : HExaml — MExam2 = Hd 7& 0.

and Ho : HExaml — MExam3 = Hd = 0, vs

Hi @ piExam1 — HExam3 = pd # 0.
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You find the paired samples t-test under Analyze SPSS Menu Arrow Compare Mean SPSS Menu Arrow
Paired Samples T Test as shown below.

Untitled3 [] - IBM SPSS Statistics Data Editor
t View Data Transform Analze Graphs Ubiities Extensions Window Help

Reports. 4
J var var Degscriptive Statistics. 4
Compare Means * [ Egeans
‘Gensral Linsar Hods! * | KB one-Sample TTest.
>
Conelate A Independent-Samples T Test.
Regression »
g E3 SummaryIndependent Samples T Test
Classity 2
Dimension Reduction 4 .-

In the dialog below, (D select each pair of variables and (2 move it to *Paired Variables'. For 3 pairs
of variables, you need to do this 3 times,

] Paired-Samples T Test
Palred Variables
Y] Pair Variable? [Variabie2
& sex 1 ext o2
P D
& e
£ ea i
® v

SELECT PAIRS OF VARIABLES
WITH CTRL + LEFT CLICK

] [
(ot J(eeste) @) (concet] iop )
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SPSS creates 3 output tables when running the test. The last
one -Paired Samples Test- shows the actual test results.

Paired Samples Test

SAMPLE MEAN Paired Differences.
(EXAM 1 - EXAM 2) = -0.58 95% Confidence Interval of
Std Std Error the Difference Sig. (2-
Mean | Deviation Mean Lower | Upper t o tailed)
Pair 1 Exam Version 1 - 519 | 252 579 1795 | 637 | -1.000 18 331
Correct Answers -
Exam Version 2 - @ ® @
Carrect Answers

“The means of exams 1 and 2 did not differ, t(18) = 1.00, p = 0.33.”

(1) SPSS reports the mean and standard deviation of the difference
scores for each pair of variables. The mean is the difference between the
sample means. It should be close to zero if the populations means are
equal.

(2) The mean difference between exams 1 and 2 is not statistically
significant at o = 0.05. This is because ‘Sig. (2-tailed) or p > 0.05.

3 The 95% confidence interval includes zero: a zero mean difference is
well within the range of likely population outcomes.

In a similar vein, the second test (not shown) indicates that the means for
exams 1 and 3 do differ statistically significantly, t(18) = 2.46, p = 0.025.
The same goes for the final test between exams 2 and 3.
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One-Way-ANOVA:

Example: A farmer wants to know which fertilizer is best for
his parsley plants. So he tries different fertilizers on different
plants and weighs these plants after 6 weeks. The data -partly
shown below- are in parsley.sav.

@
File Edit View Data Transform Analyze Graphs Utilities Extensions Window Help
1:id 12
& id & fertilizer & grams var var v
1 1 e
2 1 5 1 Label: Weightin grams of parsley plant
Type: Numeric
3 17 1 Measure: Scale
4 22 1 49
& 24 1 a1

The Hypotheses:
Ho : all population means are equal(u1 = o = -+ = k), vs
Hy : at least one mean is not equal(f; # pj, i # j).
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Now, we run a basic ANOVA from the menu. The screenshot
below guides you through.

Analze DirectMarkeng Graphs  Utiiies Addons  Window Help &3 One-Way ANOVA
Reports P e W @d12
o0 W:O@M 12, DependentList
Descriptive Statistics & Weigntin grams of

»
Taples »
Compare Means L
General Linear Model »
Generalized LinearModels
»
»
»
»

ar
[ means.
I3 one-gample T Test.

8 Independent Samples T Test
5 Paired-Samples T Test

Factr
[ one-way ANOVA. (0) (3)/ & Fertizer used orpar.
(®{esste ] mosat [ cancel (1etp |

Mixed Models
Correlate
Regression

Logiinear
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SPSS One-Way ANOVA Output:

ANOVA
Weight in grams of parsley plant

Sum of Squares df Mean Square F Sig
Between Groups 502.867 2 —43 3.743 028
Within Groups 5844733 B7 =
Total 6347.600 89 “1

v ¥ 12 L2
“The means are significantly different, F(2,87) = 3.74, p = 0.028.”

So we reject the null hypothesis that all population means are
equal.

Conclusion: different fertilizers perform differently. The
differences between our mean weights are statistically
significant.
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