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FIGURE 6.2

FIGURE 6.3

6.3.2.3 Analyze Your Data As shown in Figure 6.4, use the pull-down menus 

to choose “Analyze,” “Nonparametric Tests,” “Legacy Dialogs,” and “K Independent 

Samples. . . .”

Use the top arrow button to place your variable with your data values, or 

dependent variable (DV), in the box labeled “Test Variable List:.” Then, use the lower 

arrow button to place your grouping variable, or independent variable (IV), in the 

box labeled “Grouping Variable.” As shown in Figure 6.5, we have placed the 
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FIGURE 6.4

FIGURE 6.5



6.3 COMPUTING THE KRUSKAL–WALLIS H-TEST STATISTIC 127

FIGURE 6.6

FIGURE 6.7

“Score” variable in the “Test Variable List” and the “Group” variable in the “Group-

ing Variable” box.

Click on the “Deine Range .  .  .” button to assign a reference value to your 

independent variable (i.e., “Grouping Variable”).

As shown in Figure 6.6, type 1 into the box next to “Minimum” and 3 in the 

box next to “Maximum.” Then, click “Continue.” This step references the value 

labels you deined when you established your grouping variable.

Now that the groups have been assigned (see Fig. 6.7), click “OK” to perform 

the analysis.

6.3.2.4 Interpret the Results from the SPSS Output Window SPSS Output 

6.1 provides the mean ranks of groups and group sizes. The second output table 

provides the Kruskal–Wallis H-test statistic (H = 9.944). Since this test uses a χ2 
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distribution, SPSS calls the H statistic “Chi-Square.” This table also returns the 

degrees of freedom (df = 2) and the signiicance (p = 0.007).

Based on the results from SPSS, three social interaction groups were com-

pared: high (nH = 6), medium (nM = 5), and low (nL = 6). The Kruskal–Wallis H-test 

was signiicant (H(2) =  9.94, p <  0.05). In order to compare individual pairs of 

samples, contrasts must be used.

Note that to perform Mann–Whitney U-tests for sample contrasts, simply 

use the grouping values you established when you deined your variables in  

step 1. Remember to use your corrected level of risk αB when examining your 

signiicance.

6.3.3 Sample Kruskal–Wallis H-Test (Large Data Samples)

Researchers were interested in continuing their study of social interaction. In a 

new study, they examined the self-conidence of teenagers with respect to social 

interaction. Three levels of social interaction were based on the following 

characteristics:

High  =  constant interaction; talks with many different people; initiates 

discussion

Medium = interacts with a variety of people; some periods of isolation; tends 

to focus on fewer people

Low =  remains mostly isolated from others; speaks if spoken to, but leaves 

interaction quickly

The researchers assigned each participant into one of the three social interaction 

groups. Researchers administered a self-assessment of self-conidence. The assess-

SPSS OUTPUT 6.1
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ment instrument measured self-conidence on a 50-point ordinal scale. Table 6.5 

shows the scores obtained by each of the participants, with 50 points indicating high 

self-conidence.

We want to determine if there is a difference between any of the three groups 

in Table 6.5. The Kruskal–Wallis H-test will be used to analyze the data.

6.3.3.1 State the Null and Research Hypotheses The null hypothesis states 

that there is no tendency for teen self-conidence to rank systematically higher or 

lower for any of the levels of social interaction. The research hypothesis states that 

there is a tendency for teen self-conidence to rank systematically higher or lower 

for at least one level of social interaction than at least one of the other levels. We 

generally use the concept of “systematic differences” in the hypotheses.

The null hypothesis is

HO: θL = θM = θH

TABLE 6.5 

Original self-conidence scores placed within 

social interaction groups

High Medium Low

18 35 37

27 47 24

24 11 7

30 31 19

48 12 20

16 39 14

43 11 38

46 14 16

49 40 12

34 48 31

28 32 15

20 9 20

37 44 25

21 30 10

20 33 36

16 26 45

23 22 48

12 3 42

50 41 42

25 17 21

8

10

41
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The research hypothesis is

HA: There is a tendency for teen self-conidence to rank systematically higher 

or lower for at least one level of social interaction when compared with the 

other levels.

6.3.3.2 Set the Level of Risk (or the Level of Signiicance) Associated with 
the Null Hypothesis The level of risk, also called an alpha (α), is frequently set 

at 0.05. We will use α = 0.05 in our example. In other words, there is a 95% chance 

that any observed statistical difference will be real and not due to chance.

6.3.3.3 Choose the Appropriate Test Statistic The data are obtained from 

three independent, or unrelated, samples of teenagers. They were assessed using an 

instrument with a 50-point ordinal scale. Since we are comparing three independent 

samples of values based on an ordinal scale instrument, we will use the Kruskal–

Wallis H-test.

6.3.3.4 Compute the Test Statistic First, combine and rank the three samples 

together (see Table 6.6).

TABLE 6.6 

Original ordinal score Participant rank Social interaction group

3 1 Medium

7 2 Low

8 3 Medium

9 4 Medium

10 5.5 Medium

10 5.5 Low

11 7.5 Medium

11 7.5 Medium

12 10 High

12 10 Medium

12 10 Low

14 12.5 Medium

14 12.5 Low

15 14 Low

16 16 High

16 16 High

16 16 Low

17 18 Medium

18 19 High

19 20 Low

20 22.5 High

20 22.5 High
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Original ordinal score Participant rank Social interaction group

20 22.5 Low

20 22.5 Low

21 25.5 High

21 25.5 Low

22 27 Medium

23 28 High

24 29.5 High

24 29.5 Low

25 31.5 High

25 31.5 Low

26 33 Medium

27 34 High

28 35 High

30 36.5 High

30 36.5 Medium

31 38.5 Medium

31 38.5 Low

32 40 Medium

33 41 Medium

34 42 High

35 43 Medium

36 44 Low

37 45.5 High

37 45.5 Low

38 47 Low

39 48 Medium

40 49 Medium

41 50.5 Medium

41 50.5 Medium

42 52.5 Low

42 52.5 Low

43 54 High

44 55 Medium

45 56 Low

46 57 High

47 58 Medium

48 60 High

48 60 Medium

48 60 Low

49 62 High

50 63 High

TABLE 6.6  (Continued)
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Place the participant ranks in their social interaction groups to compute the 

sum of ranks, Ri, for each group (see Table 6.7).

Next, compute the sum of ranks for each social interaction group. The ranks 

in each group are added to obtain a total R-value for the group.

For the high group, RH = 709.5 and nH = 20.

For the medium group, RM = 699 and nM = 23.

For the low group, RL = 607.5 and nL = 20.

These R-values are used to compute the Kruskal–Wallis H-test statistic (see Formula 

6.1). The number of participants in each group is identiied by a lowercase n. The total 

group size in the study is identiied by the uppercase N. In this study, N = 63.

Now, using the data from Table 6.7, compute the H statistic using Formula 

6.1:
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TABLE 6.7 

Ordinal data ranks

High Medium Low

10 1 2

16 3 5.5

16 4 10

19 5.5 12.5

22.5 7.5 14

22.5 7.5 16

25.5 10 20

28 12.5 22.5

29.5 18 22.5

31.5 27 25.5

34 33 29.5

35 36.5 31.5

36.5 38.5 38.5

42 40 44

45.5 41 45.5

54 43 47

57 48 52.5

60 49 52.5

62 50.5 56

63 50.5 60

55

58

60
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Since there were ties involved in the ranking, correct the value of H. First, compute 

the tie correction (see Formula 6.2). There were 11 sets of ties with two values, three 

sets of ties with three values, and one set of ties with four values. Then, divide the 

original H statistic by the tie correction CH:
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 CH = 0 9992.

Next, we divide to ind the corrected H statistic:

 corrected originalH H CH= ÷ = ÷1 053 0 9992. .

For this set of data, notice that the corrected H does not differ greatly from the 

original H. With the correction, H = 1.054.

6.3.3.5 Determine the Value Needed for Rejection of the Null Hypothesis 
Using the Appropriate Table of Critical Values for the Particular Statistic Since 

the data have at least one large sample, we will use the χ2 distribution (see Table 

B.2 found in Appendix B) to ind the critical value for the Kruskal–Wallis H-test. 

In this case, we look for the critical value for df = 2 and α = 0.05. Using the table, 

the critical value for rejecting the null hypothesis is 5.99.

6.3.3.6 Compare the Obtained Value with the Critical Value The critical 

value for rejecting the null hypothesis is 5.99 and the obtained value is H = 1.054. 

If the critical value is less than or equal to the obtained value, we must reject the 

null hypothesis. If instead, the critical value exceeds the obtained value, we do not 

reject the null hypothesis. Since the critical value exceeds the obtained value, we do 

not reject the null hypothesis.

6.3.3.7 Interpret the Results We did not reject the null hypothesis, suggesting 

that no real difference exists between any of the three groups. In particular, the data 

suggest that there is no difference in self-conidence between one or more of the 

three social interaction types.

6.3.3.8 Reporting the Results The reporting of results for the Kruskal–Wallis 

H-test should include such information as sample size for each of the groups, the H 

statistic, degrees of freedom, and p-value’s relation to α. For this example, three 

social interaction groups were compared. The three social interaction groups were 
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high (nH = 20), medium (nM = 23), and low (nL = 20). The Kruskal–Wallis H-test 

was not signiicant (H(2) = 1.054, p < 0.05).

6.4 EXAMPLES FROM THE LITERATURE

To be shown are varied examples of the nonparametric procedures described in  

this chapter. We have summarized each study’s research problem and researchers’ 

rationale(s) for choosing a nonparametric approach. We encourage you to obtain 

these studies if you are interested in their results.

Gömleksız and Bulut (2007) examined primary school teachers’ views on the 

implementation and effectiveness of a new primary school mathematics curriculum. 

When they examined the data, some of the samples were found to be non-normal. 

For those samples, they used a Kruskal–Wallis H-test, followed by Mann–Whitney 

U-tests to compare unrelated samples.

In the study of Finson et al. (2006), the students of nine middle school teachers 

were asked to draw a scientist. Based on the drawings, students’ perceptions of 

scientists were compared with their teachers’ teaching styles using the Kruskal–

Wallis H-test. Then, the samples were individually compared using Mann–Whitney 

U-test. The researchers used nonparametric statistical analyses because only rela-

tively small sample sizes of subjects were available.

Belanger and Desrochers (2001) investigated the nature of infants’ ability to 

perceive event causality. The researchers noted that they chose nonparametric sta-

tistical tests because the data samples lacked a normal distribution based on results 

from a Shapiro–Wilk test. In addition, they stated that the sample sizes were small. 

A Kruskal–Wallis H-test revealed no signiicant differences between samples. There-

fore, they did not perform any sample contrasts.

Plata and Trusty (2005) investigated the willingness of high school boys’ 

willingness to allow same-sex peers with learning disabilities (LDs) to partici-

pate in school activities and out-of-school activities. The authors compared the 

willingness of 38 educationally successful and 33 educationally at-risk boys. The 

boys were from varying socioeconomic backgrounds. Due to the data’s ordinal 

nature and small sample sizes among some samples, nonparametric statistics 

were used for the analysis. The Kruskal–Wallis H-test was chosen for multiple 

comparisons. When sample pairs were compared, the researchers performed a 

post-hoc analysis of the differences between mean rank pairs using a multiple 

comparison technique.

6.5 SUMMARY

More than two samples that are not related may be compared using a nonparametric 

procedure called the Kruskal–Wallis H-test. The parametric equivalent to this test is 

known as the one-way analysis of variance (ANOVA). When the Kruskal–Wallis 

H-test produces signiicant results, it does not identify which nor how many sample 

pairs are signiicantly different. The Mann–Whitney U-test, with a Bonferroni procedure 
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to avoid type I error rate inlation, is a useful method for comparing individual 

sample pairs.

In this chapter, we described how to perform and interpret a Kruskal–Wallis 

H-test followed with sample contrasts. We also explained how to perform the pro-

cedures using SPSS. Finally, we offered varied examples of these nonparametric 

statistics from the literature. The next chapter will involve comparing two 

variables.

6.6 PRACTICE QUESTIONS

1. A researcher conducted a study with n = 15 participants to investigate strength 

gains from exercise. The participants were divided into three groups and given 

one of three treatments. Participants’ strength gains were measured and ranked. 

The rankings are presented in Table 6.8.

TABLE 6.8 

Treatments

I II III

7 13 12

2 1 5

4 7 16

11 8 9

15 3 14

Use a Kruskal–Wallis H-test with α = 0.05 to determine if one or more of 

the groups are signiicantly different. If a signiicant difference exists, use a two-

tailed Mann–Whitney U-tests or two-sample Kolmogorov–Smirnov tests to iden-

tify which groups are signiicantly different. Use the Bonferroni procedure to 

limit the type I error rate. Report your indings.

2. A researcher investigated how physical attraction inluences the perception among 

others of a person’s effectiveness with dificult tasks. The photographs of 24 

people were shown to a focus group. The group was asked to classify the photos 

into three groups: very attractive, average, and very unattractive. Then, the group 

ranked the photographs according to their impression of how capable they were 

of solving dificult problems. Table 6.9 shows the classiication and rankings of 

the people in the photos (1 = most effective, 24 = least effective).

Use a Kruskal–Wallis H-test with α = 0.05 to determine if one or more of 

the groups are signiicantly different. If a signiicant difference exists, use two-

tailed Mann–Whitney U-tests to identify which groups are signiicantly different. 

Use the Bonferroni procedure to limit the type I error rate. Report your indings.
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6.7 SOLUTIONS TO PRACTICE QUESTIONS

1. The results from the Kruskal–Wallis H-test are displayed in SPSS Output 6.2.

TABLE 6.9 

Very attractive Average Very unattractive

1 3 11

2 4 15

5 8 16

6 9 18

7 13 20

10 14 21

12 19 23

17 22 24

SPSS OUTPUT 6.2

According to the data, the results from the Kruskal–Wallis H-test indicated that 

the three groups are not signiicantly different (H(2) = 2.800, p > 0.05). Therefore, 

no follow-up contrasts are needed.

2. The results from the Kruskal–Wallis H-test are displayed in SPSS Output 6.3.

According to the data, the results from the Kruskal–Wallis H-test indicated that 

one or more of the three groups are signiicantly different (H(2) = 9.920, p < 0.05). 

Therefore, we must examine each set of samples with follow-up contrasts to ind 

the differences between groups.

Based on the signiicance from the Kruskal–Wallis H-test, we compare 

the samples with Mann–Whitney U-tests. Since there are k =  3 groups, use 
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SPSS OUTPUT 6.3

SPSS OUTPUT 6.4

αB =  0.0167 to avoid type I error rate inlation. The results from the Mann–

Whitney U-tests are displayed in the remaining SPSS Output 6.4, SPSS Output 

6.5, and SPSS Output 6.6.

a. Very Attractive–Attractive Comparison.

The results from the Mann–Whitney U-test (U =  20.0, n1 =  8, n2 =  8, 

p > 0.0167) indicated that the two samples were not signiicantly different.
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b. Attractive–Very Unattractive Comparison.

The results from the Mann–Whitney U-test (U =  12.0, n1 =  8, n2 =  8, 

p > 0.0167) indicated that the two samples were not signiicantly different.

c. Very Attractive–Very Unattractive Comparison.

The results from the Mann–Whitney U-test (U  =  4.0, n1  =  8, n2  =  8, 

p < 0.0167) indicated that the two samples were signiicantly different.

SPSS OUTPUT 6.6

SPSS OUTPUT 6.5
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CHAPTER 7

COMPARING VARIABLES OF 

ORDINAL OR DICHOTOMOUS 

SCALES: SPEARMAN RANK-

ORDER, POINT-BISERIAL, AND 

BISERIAL CORRELATIONS

7.1 OBJECTIVES

In this chapter, you will learn the following items:

• How to compute the Spearman rank-order correlation coeficient.

• How to perform the Spearman rank-order correlation using SPSS®.

• How to compute the point-biserial correlation coeficient.

• How to perform the point-biserial correlation using SPSS.

• How to compute the biserial correlation coeficient.

7.2 INTRODUCTION

The statistical procedures in this chapter are quite different from those in the last 

several chapters. Unlike this chapter, we had compared samples of data. This chapter, 

however, examines the relationship between two variables. In other words, this 

chapter will address how one variable changes with respect to another.

The relationship between two variables can be compared with a correlation 

analysis. If any of the variables are ordinal or dichotomous, we can use a nonpara-

metric correlation. The Spearman rank-order correlation, also called the Spearman’s 

ρ, is used to compare the relationship between ordinal, or rank-ordered, variables. 

The point-biserial and biserial correlations are used to compare the relationship 

between two variables if one of the variables is dichotomous. The parametric equiva-

lent to these correlations is the Pearson product-moment correlation.

139
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In this chapter, we will describe how to perform and interpret a Spearman 

rank-order, point-biserial, and biserial correlations. We will also explain how to 

perform the procedures using SPSS. Finally, we offer varied examples of these 

nonparametric statistics from the literature.

7.3 THE CORRELATION COEFFICIENT

When comparing two variables, we use an obtained value called a correlation coef-

icient. A population’s correlation coeficient is represented by the Greek letter rho, 

ρ. A sample’s correlation coeficient is represented by the letter r.

We will describe two types of relationships between variables. A direct rela-

tionship is a positive correlation with an obtained value ranging from 0 to 1.0. As 

one variable increases, the other variable also increases. An indirect, or inverse, 

relationship is a negative correlation with an obtained value ranging from 0 to −1.0. 

In this case, one variable increases as the other variable decreases.

In general, a signiicant correlation coeficient also communicates the relative 

strength of a relationship between the two variables. A value close to 1.0 or −1.0 

indicates a nearly perfect relationship, while a value close to 0 indicates an especially 

weak or trivial relationship. Cohen (1988, 1992) presented a more detailed descrip-

tion of a correlation coeficient’s relative strength. Table 7.1 summarizes his indings.

TABLE 7.1

Correlation coeficient for 

a direct relationship

Correlation coeficient for 

an indirect relationship

Relationship strength of 

the variables

0.0 0.0 None/trivial

0.1 −0.1 Weak/small

0.3 −0.3 Moderate/medium

0.5 −0.5 Strong/large

1.0 −1.0 Perfect

There are three important caveats to consider when assigning relative strength 

to correlation coeficients, however. First, Cohen’s work was largely based on behav-

ioral science research. Therefore, these values may be inappropriate in ields such 

as engineering or the natural sciences. Second, the correlation strength assignments 

vary for different types of statistical tests. Third, r-values are not based on a linear 

scale. For example, r = 0.6 is not twice as strong as r = 0.3.

7.4 COMPUTING THE SPEARMAN RANK-ORDER 
CORRELATION COEFFICIENT

The Spearman rank-order correlation is a statistical procedure that is designed to 

measure the relationship between two variables on an ordinal scale of measurement 
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if the sample size is n ≥ 4. Use Formula 7.1 to determine a Spearman rank-order 

correlation coeficient rs if none of the ranked values are ties. Sometimes, the symbol 

rs is represented by the Greek symbol rho, or ρ:

 r
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where n is the number of rank pairs and Di is the difference between a ranked pair.

If ties are present in the values, use Formula 7.2, Formula 7.3, and Formula 

7.4 to determine rs:
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g is the number of tied groups in that variable and ti is the number of tied values in 

a tie group.

If there are no ties in a variable, then T = 0.

Use Formula 7.5 to determine the degrees of freedom for the correlation:

 df n= −2  (7.5)

where n is the number of paired values.

After rs is determined, it must be examined for signiicance. Small samples 

allow one to reference a table of critical values, such as Table B.7 found in Appendix 

B. However, if the sample size n exceeds those available from the table, then a large 

sample approximation may be performed. For large samples, compute a z-score and 

use a table with the normal distribution (see Table B.1 in Appendix B) to obtain a 

critical region of z-scores. Formula 7.6 may be used to ind the z-score of a correla-

tion coeficient for large samples:

 z r n*= −





1  (7.6)

where n is the number of paired values and r is the correlation coeficient.

Note that the method for determining a z-score given a correlation coeficient 

and examining it for signiicance is the same for each type of correlation. We will 

illustrate a large sample approximation with a sample problem when we address the 

point-biserial correlation.

Although we will use Formula 7.6 to determine the signiicance of the correla-

tion coeficient, some statisticians recommend using the formula based on the Stu-

dent’s t-distribution, as shown in Formula 7.7:
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According to Siegel and Castellan (1988), the advantage of using the Student’s 

t-distribution over the z-score is small with larger sample sizes n.

7.4.1 Sample Spearman Rank-Order Correlation (Small Data 
Samples without Ties)

Eight men were involved in a study to examine the resting heart rate regarding fre-

quency of visits to the gym. The assumption is that the person who visits the gym 

more frequently for a workout will have a slower heart rate. Table 7.2 shows the 

number of visits each participant made to the gym during the month the study was 

conducted. It also provides the mean heart rate measured at the end of the week 

during the inal 3 weeks of the month.

TABLE 7.2

Participant Number of visits Mean heart rate

1 5 100

2 12 89

3 7 78

4 14 66

5 2 77

6 8 103

7 15 67

8 17 63

The values in this study do not possess characteristics of a strong interval scale. 

For instance, the number of visits to the gym does not necessarily communicate 

duration and intensity of physical activity. In addition, heart rate has several factors 

that can result in differences from one person to another. Ordinal measures offer a 

clearer relationship to compare these values from one individual to the next. There-

fore, we will convert these values to ranks and use a Spearman rank-order correlation.

7.4.1.1 State the Null and Research Hypothesis The null hypothesis states 

that there is no correlation between number of visits to the gym in a month and mean 

resting heart rate. The research hypothesis states that there is a correlation between 

the number of visits to the gym and the mean resting heart rate.

The null hypothesis is

HO: ρs = 0

The research hypothesis is

HA: ρs ≠ 0
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7.4.1.2 Set the Level of Risk (or the Level of Signiicance) Associated with 
the Null Hypothesis The level of risk, also called an alpha (α), is frequently set 

at 0.05. We will use α = 0.05 in our example. In other words, there is a 95% chance 

that any observed statistical difference will be real and not due to chance.

7.4.1.3 Choose the Appropriate Test Statistic As stated earlier, we decided 

to analyze the variables using an ordinal, or rank, procedure. Therefore, we will 

convert the values in each variable to ordinal data. In addition, we will be comparing 

the two variables, the number of visits to the gym in a month and the mean resting 

heart rate. Since we are comparing two variables in which one or both are measured 

on an ordinal scale, we will use the Spearman rank-order correlation.

7.4.1.4 Compute the Test Statistic First, rank the scores for each variable 

separately as shown in Table 7.3. Rank them from the lowest score to the highest 

score to form an ordinal distribution for each variable.

TABLE 7.3

Participant

Original scores Ranked scores

Number of visits Mean heart rate Number of visits Mean heart rate

1 5 100 2 7

2 12 89 5 6

3 7 78 3 5

4 14 66 6 2

5 2 77 1 4

6 8 103 4 8

7 15 67 7 3

8 17 63 8 1

To calculate the Spearman rank-order correlation coeficient, we need to cal-

culate the differences between rank pairs and their subsequent squares where 

D = rank (mean heart rate) − rank (number of visits). It is helpful to organize the 

data to manage the summation in the formula (see Table 7.4).

Next, compute the Spearman rank-order correlation coeficient:
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7.4.1.5 Determine the Value Needed for Rejection of the Null Hypothesis 
Using the Appropriate Table of Critical Values for the Particular Statistic Table 

B.7 in Appendix B lists critical values for the Spearman rank-order correlation coef-

icient. In this study, the critical value is found for n = 8 and df = 6. Since we are 

conducting a two-tailed test and α = 0.05, the critical value is 0.738. If the obtained 

value exceeds or is equal to the critical value, 0.738, we will reject the null hypoth-

esis. If the critical value exceeds the absolute value of the obtained value, we will 

not reject the null hypothesis.

7.4.1.6 Compare the Obtained Value with the Critical Value The critical 

value for rejecting the null hypothesis is 0.738 and the obtained value is |rs| = 0.619. 

If the critical value is less than or equal to the obtained value, we must reject the 

null hypothesis. If instead, the critical value is greater than the obtained value, we 

must not reject the null hypothesis. Since the critical value exceeds the absolute 

value of the obtained value, we do not reject the null hypothesis.

7.4.1.7 Interpret the Results We did not reject the null hypothesis, suggesting 

that there is no signiicant correlation between the number of visits the males made 

to the gym in a month and their mean resting heart rates.

7.4.1.8 Reporting the Results The reporting of results for the Spearman rank-

order correlation should include such information as the number of participants (n), 

two variables that are being correlated, correlation coeficient (rs), degrees of freedom 

(df), and p-value’s relation to α.

For this example, eight men (n = 8) were observed for 1 month. Their number 

of visits to the gym was documented (variable 1) and their mean resting heart rate 

was recorded during the last 3 weeks of the month (variable 2). These data were put 

in ordinal form for purposes of the analysis. The Spearman rank-order correlation 

coeficient was not signiicant (rs(6) = −0.619, p > 0.05). Based on this data, we can 

TABLE 7.4

Ranked scores Rank differences

Number of visits Mean heart rate D D2

2 7 5 25

5 6 1 1

3 5 2 4

6 2 −4 16

1 4 3 9

4 8 4 16

7 3 −4 16

8 1 −7 49

∑ =Di

2
136
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state that there is no clear relationship between adult male resting heart rate and the 

frequency of visits to the gym.

7.4.2 Sample Spearman Rank-Order Correlation (Small Data 
Samples with Ties)

The researcher repeated the experiment in the previous example using females. Table 

7.5 shows the number of visits each participant made to the gym during the month 

of the study and their subsequent mean heart rates.

TABLE 7.5

Participant Number of visits Mean heart rate

1 5 96

2 12 63

3 7 78

4 14 66

5 3 79

6 8 95

7 15 67

8 12 64

9 2 99

10 16 62

11 12 65

12 7 76

13 17 61

As with the previous example, the values in this study do not possess charac-

teristics of a strong interval scale, so we will use ordinal measures. We will convert 

these values to ranks and use a Spearman rank-order correlation.

Steps 1–3 are the same as the previous example. Therefore, we will begin with 

step 4.

7.4.2.1 Compute the Test Statistic  First, rank the scores for each variable as 

shown in Table 7.6. Rank the scores from the lowest score to the highest score to 

form an ordinal distribution for each variable.

To calculate the Spearman rank-order correlation coeficient, we need to cal-

culate the differences between rank pairs and their subsequent squares where 

D = rank (mean heart rate) − rank (number of visits). It is helpful to organize the 

data to manage the summation in the formula (see Table 7.7).

Next, compute the Spearman rank-order correlation coeficient. Since there 

are ties present in the ranks, we will use formulas that account for the ties. First, use 

Formula 7.3 and Formula 7.4. For the number of visits, there are two groups of ties. 
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TABLE 7.6

Participant

Original scores Rank scores

Number of visits Mean heart rate Number of visits Mean heart rate

1 5 96 3 12

2 12 63 8 3

3 7 78 4.5 9

4 14 66 10 6

5 3 79 2 10

6 8 95 6 11

7 15 67 11 7

8 12 64 8 4

9 2 99 1 13

10 16 62 12 2

11 12 65 8 5

12 7 76 4.5 8

13 17 61 13 1

TABLE 7.7

Participant

Rank scores Rank differences

Number of visits Mean heart rate D D2

1 3 12 9 81

2 8 3 −5 25

3 4.5 9 4.5 20.25

4 10 6 −4 16

5 2 10 8 64

6 6 11 5 25

7 11 7 −4 16

8 8 4 −4 16

9 1 13 12 144

10 12 2 −10 100

11 8 5 −3 9

12 4.5 8 3.5 12.25

13 13 1 −12 144

∑ =Di

2 672 5.
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The irst group has two tied values (rank = 4.5 and t = 2) and the second group has 

three tied values (rank = 8 and t = 3):
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For the mean resting heart rate, there are no ties. Therefore, Ty = 0. Now, calculate 

the Spearman rank-order correlation coeficient using Formula 7.2:
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7.4.2.2 Determine the Value Needed for Rejection of the Null Hypothesis 
Using the Appropriate Table of Critical Values for the Particular Statistic Table 

B.7 in Appendix B lists critical values for the Spearman rank-order correlation coef-

icient. To be signiicant, the absolute value of the obtained value, |rs|, must be greater 

than or equal to the critical value on the table. In this study, the critical value is 

found for n =  13 and df =  11. Since we are conducting a two-tailed test and 

α = 0.05, the critical value is 0.560.

7.4.2.3 Compare the Obtained Value with the Critical Value The critical 

value for rejecting the null hypothesis is 0.560 and the obtained value is |rs| = 0.860. 

If the critical value is less than or equal to the obtained value, we must reject the 

null hypothesis. If instead, the critical value is greater than the obtained value, we 

must not reject the null hypothesis. Since the critical value is less than the absolute 

value of the obtained value, we reject the null hypothesis.

7.4.2.4 Interpret the Results We rejected the null hypothesis, suggesting that 

there is a signiicant correlation between the number of visits the females made to 

the gym in a month and their mean resting heart rates.

7.4.2.5 Reporting the Results The reporting of results for the Spearman rank-

order correlation should include such information as the number of participants (n), 
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two variables that are being correlated, correlation coeficient (rs), degrees of freedom 

(df), and p-value’s relation to α.

For this example, 13 women (n =  13) were observed for 1 month. Their 

number of visits to the gym was documented (variable 1) and their mean resting 

heart rate was recorded during the last 3 weeks of the month (variable 2). These data 

were put in ordinal form for purposes of the analysis. The Spearman rank-order 

correlation coeficient was signiicant (rs(11) = −0.860, p < 0.05). Based on this data, 

we can state that there is a very strong inverse relationship between adult female 

resting heart rate and the frequency of visits to the gym.

7.4.3 Performing the Spearman Rank-Order Correlation 
Using SPSS

We will analyze the data from the previous example using SPSS.

7.4.3.1 Deine Your Variables First, click the “Variable View” tab at the 

bottom of your screen. Then, type the names of your variables in the “Name” 

column. As shown in Figure 7.1, the irst variable is called “Number_of_Visits” and 

the second variable is called “Mean_Heart_Rate.”

FIGURE 7.1

FIGURE 7.2

7.4.3.2 Type in Your Values Click the “Data View” tab at the bottom of your 

screen as shown in Figure 7.2. Type the values in the respective columns.
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7.4.3.3 Analyze Your Data As shown in Figure 7.3, use the pull-down menus 

to choose “Analyze,” “Correlate,” and “Bivariate. . . .”

Use the arrow button to place both variables with your data values in the box 

labeled “Variables:” as shown in Figure 7.4. Then, in the “Correlation Coeficients” 

box, uncheck “Pearson” and check “Spearman.” Finally, click “OK” to perform the 

analysis.

FIGURE 7.3

FIGURE 7.4
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7.4.3.4 Interpret the Results from the SPSS Output Window The output 

table (see SPSS Output 7.1) provides the Spearman rank-order correlation coeficient 

(rs = −0.860) labeled Spearman’s rho. It also returns the number of pairs (n = 13) 

and the two-tailed signiicance (p ≈ 0.000). In this example, the signiicance is not 

actually zero. The reported value does not return enough digits to show the signii-

cance’s actual precision.

SPSS OUTPUT 7.1

Based on the results from SPSS, the Spearman rank-order correlation coefi-

cient was signiicant (rs(11) = −0.860, p < 0.05). Based on these data, we can state 

that there is a very strong inverse relationship between adult female resting heart 

rate and the frequency of visits to the gym.

7.5 COMPUTING THE POINT-BISERIAL AND BISERIAL 
CORRELATION COEFFICIENTS

The point-biserial and biserial correlations are statistical procedures for use with 

dichotomous variables. A dichotomous variable is simply a measure of two condi-

tions. A dichotomous variable is either discrete or continuous. A discrete dichoto-

mous variable has no particular order and might include such examples as gender 

(male vs. female) or a coin toss (heads vs. tails). A continuous dichotomous variable 

has some type of order to the two conditions and might include measurements such 

as pass/fail or young/old. Finally, since the point-biserial and biserial correlations 

each involves an interval scale analysis, they are special cases of the Pearson 

product-moment correlation.

7.5.1 Correlation of a Dichotomous Variable and an Interval 
Scale Variable

The point-biserial correlation is a statistical procedure to measure the relationship 

between a discrete dichotomous variable and an interval scale variable. Use Formula 

7.8 to determine the point-biserial correlation coeficient rpb:
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 r
x x

s
P Ppb

p q
p q=

−
 (7.8)

where xp is the mean of the interval variable’s values associated with the dichoto-

mous variable’s irst category, xq is the mean of the interval variable’s values associ-

ated with the dichotomous variable’s second category, s is the standard deviation of 

the variable on the interval scale, Pp is the proportion of the interval variable values 

associated with the dichotomous variable’s irst category, and Pq is the proportion 

of the interval variable values associated with the dichotomous variable’s second 

category.

Recall the formulas for mean (Formula 7.9) and standard deviation (Formula 7.10):

 x x nq i=∑ ÷  (7.9)

and
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x x

n

i

=
−

−

∑( )2

1
 (7.10)

where ∑x j is the sum of the values in the sample and n is the number of values in 

the sample.

The biserial correlation is a statistical procedure to measure the relationship 

between a continuous dichotomous variable and an interval scale variable. Use 

Formula 7.11 to determine the biserial correlation coeficient rb:

 r
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 (7.11)

where xp is the mean of the interval variable’s values associated with the dichoto-

mous variable’s irst category, xq is the mean of the interval variable’s values associ-

ated with the dichotomous variable’s second category, sx is the standard deviation of 

the variable on the interval scale, Pp is the proportion of the interval variable values 

associated with the dichotomous variable’s irst category, Pq is the proportion of the 

interval variable values associated with the dichotomous variable’s second category, 

and y is the height of the unit normal curve ordinate at the point dividing Pp and Pq 

(see Fig. 7.5).

You may use Table B.1 in Appendix B or Formula 7.12 to ind the height of 

the unit normal curve ordinate, y:

FIGURE 7.5
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 y e z= −1

2

2 2

π

 (7.12)

where e is the natural log base and approximately equal to 2.718282 and z is the 

z-score at the point dividing Pp and Pq.

Formula 7.13 is the relationship between the point-biserial and the biserial 

correlation coeficients. This formula is necessary to ind the biserial correlation 

coeficient because SPSS only determines the point-biserial correlation coeficient:

 r r
P P

y
b bp

p q
=  (7.13)

After the correlation coeficient is determined, it must be examined for signiicance. 

Small samples allow one to reference a table of critical values, such as Table B.8 

found in Appendix B. However, if the sample size n exceeds those available from 

the table, then a large sample approximation may be performed. For large samples, 

compute a z-score and use a table with the normal distribution (see Table B.1 in 

Appendix B) to obtain a critical region of z-scores. As described earlier in this 

chapter, Formula 7.6 may be used to ind the z-score of a correlation coeficient for 

large samples.

7.5.2 Correlation of a Dichotomous Variable and  
a Rank-Order Variable

As explained earlier, the point-biserial and biserial correlation procedures earlier 

involve a dichotomous variable and an interval scale variable. If the correlation was 

a dichotomous variable and a rank-order variable, a slightly different approach is needed.

To ind the point-biserial correlation coeficient for a discrete dichotomous 

variable and a rank-order variable, simply use the Spearman rank-order described 

earlier and assign arbitrary values to the dichotomous variable such as 0 and 1. To 

ind the biserial correlation coeficient for a continuous dichotomous variable and a 

rank-order variable, use the same procedure and then apply Formula 7.13 given 

earlier.

7.5.3 Sample Point-Biserial Correlation (Small Data Samples)

A researcher in a psychological lab investigated gender differences. She wished to 

compare male and female ability to recognize and remember visual details. She used 

17 participants (8 males and 9 females) who were initially unaware of the actual 

experiment. First, she placed each one of them alone in a room with various objects 

and asked them to wait. After 10 min, she asked each of the participants to complete 

a 30 question posttest relating to several details in the room. Table 7.8 shows the 

participants’ genders and posttest scores.

The researcher wishes to determine if a relationship exists between the two 

variables and the relative strength of the relationship. Gender is a discrete dichotomous 
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variable and visual detail recognition is an interval scale variable. Therefore, we will 

use a point-biserial correlation.

7.5.3.1 State the Null and Research Hypothesis The null hypothesis states 

that there is no correlation between gender and visual detail recognition. The research 

hypothesis states that there is a correlation between gender and visual detail 

recognition.

The null hypothesis is

HO: ρpb = 0

The research hypothesis is

HA: ρpb ≠ 0

7.5.3.2 Set the Level of Risk (or the Level of Signiicance) Associated with 
the Null Hypothesis The level of risk, also called an alpha (α), is frequently set 

at 0.05. We will use α = 0.05 in our example. In other words, there is a 95% chance 

that any observed statistical difference will be real and not due to chance.

7.5.3.3 Choose the Appropriate Test Statistic As stated earlier, we decided 

to analyze the relationship between the two variables. A correlation will provide the 

relative strength of the relationship between the two variables. Gender is a discrete 

dichotomous variable and visual detail recognition is an interval scale variable. 

Therefore, we will use a point-biserial correlation.

TABLE 7.8

Participant Gender Posttest score

1 M 7

2 M 19

3 M 8

4 M 10

5 M 7

6 M 15

7 M 6

8 M 13

9 F 14

10 F 11

11 F 18

12 F 23

13 F 17

14 F 20

15 F 14

16 F 24

17 F 22
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7.5.3.4 Compute the Test Statistic First, compute the standard deviation of 

all values from the interval scale data. It is helpful to organize the data as shown in 

Table 7.9.

TABLE 7.9

Participant Gender Posttest score x xi− x xi−( )
2

1 M 7 −7.59 57.58

2 M 19 4.41 19.46

3 M 8 −6.59 43.40

4 M 10 −4.59 21.05

5 M 7 −7.59 57.58

6 M 15 0.41 0.17

7 M 6 −8.59 73.76

8 M 13 −1.59 2.52

9 F 14 −0.59 0.35

10 F 11 −3.59 12.88

11 F 18 3.41 11.64

12 F 23 8.41 70.76

13 F 17 2.41 5.82

14 F 20 5.41 29.29

15 F 14 −0.59 0.35

16 F 24 9.41 88.58

17 F 22 7.41 54.93

∑ =xi 248 ∑ −( ) =x xi

2
550 12.

Using the summations from Table 7.9, calculate the mean and the standard 

deviation for the interval data:
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Next, compute the means and proportions of the values associated with each item 

from the dichotomous variable. The mean males’ posttest score was
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The mean females’ posttest score was
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The males’ proportion was
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Now, compute the point-biserial correlation coeficient using the values computed 

earlier:
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The sign on the correlation coeficient is dependent on the order we managed our 

dichotomous variable. Since that was arbitrary, the sign is irrelevant. Therefore, we 

use the absolute value of the point-biserial correlation coeficient:

 rpb = 0 637.

7.5.3.5 Determine the Value Needed for Rejection of the Null Hypothesis 
Using the Appropriate Table of Critical Values for the Particular Statistic Table 

B.8 in Appendix B lists critical values for the Pearson product-moment correlation 

coeficient. Using the critical values, table requires that the degrees of freedom be 

known. Since df = n − 2 and n = 17, then df = 17 − 2. Therefore, df = 15. Since 

we are conducting a two-tailed test and α = 0.05, the critical value is 0.482.

7.5.3.6 Compare the Obtained Value with the Critical Value The critical 

value for rejecting the null hypothesis is 0.482 and the obtained value is |rpb| = 0.637. 

If the critical value is less than or equal to the obtained value, we must reject the 

null hypothesis. If instead, the critical value is greater than the obtained value, we 



156 CHAPTER 7 COMPARING VARIABLES OF ORDINAL OR DICHOTOMOUS SCALES

must not reject the null hypothesis. Since the critical value is less than the absolute 

value of the obtained value, we reject the null hypothesis.

7.5.3.7 Interpret the Results We rejected the null hypothesis, suggesting that 

there is a signiicant and moderately strong correlation between gender and visual 

detail recognition.

7.5.3.8 Reporting the Results The reporting of results for the point-biserial 

correlation should include such information as the number of participants (n), two 

variables that are being correlated, correlation coeficient (rpb), degrees of freedom 

(df), p-value’s relation to α, and the mean values of each dichotomous variable.

For this example, a researcher compared male and female ability to recognize 

and remember visual details. Eight males (nM = 8) and nine females (nF = 9) par-

ticipated in the experiment. The researcher measured participants’ visual detail 

recognition with a 30 question test requiring participants to recall details in a room 

they had occupied. A point-biserial correlation produced signiicant results 

(rpb(15) =  0.637, p <  0.05). These data suggest that there is a strong relationship 

between gender and visual detail recognition. Moreover, the mean scores on the 

detail recognition test indicate that males (xM =10 63. ) recalled fewer details, while 

females (xF =18 11. ) recalled more details.

7.5.4 Performing the Point-Biserial Correlation Using SPSS

We will analyze the data from the previous example using SPSS.

7.5.4.1 Deine Your Variables First, click the “Variable View” tab at the bottom 

of your screen. Then, type the names of your variables in the “Name” column. As 

shown in Figure 7.6, the irst variable is called “Gender” and the second variable is 

called “Posttest_Score.”

FIGURE 7.6

7.5.4.2 Type in Your Values Click the “Data View” tab at the bottom of your 

screen as shown in Figure 7.7. Type in the values in the respective columns. Gender 

is a discrete dichotomous variable and SPSS needs a code to reference the values. 

We code male values with 0 and female values with 1. Any two values can be chosen 

for coding the data.
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FIGURE 7.7

FIGURE 7.8

7.5.4.3 Analyze Your Data As shown in Figure 7.8, use the pull-down menus 

to choose “Analyze,” “Correlate,” and “Bivariate. . . .”

Use the arrow button near the middle of the window to place both variables 

with your data values in the box labeled “Variables:” as shown in Figure 7.9. In the 

“Correlation Coeficients” box, “Pearson” should remain checked since the Pearson 

product-moment correlation will perform an approximate point-biserial correlation. 

Finally, click “OK” to perform the analysis.
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7.5.4.4 Interpret the Results from the SPSS Output Window The output 

table (see SPSS Output 7.2) provides the Pearson product-moment correlation coef-

icient (r = 0.657). This correlation coeficient is approximately equal to the point-

biserial correlation coeficient. It also returns the number of pairs (n = 17) and the 

two-tailed signiicance (p = 0.004).

FIGURE 7.9

SPSS OUTPUT 7.2

Based on the results from SPSS, the point-biserial correlation coeficient was 

signiicant (rpb(15) = 0.657, p < 0.05). Based on these data, we can state that there 

is a strong relationship between gender and visual detail recognition (as measured 

by the posttest).
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TABLE 7.10

Participant Gender Posttest score

1 M 6

2 M 15

3 M 8

4 M 10

5 M 6

6 M 12

7 M 7

8 M 13

9 M 13

10 M 10

11 M 18

12 M 23

13 M 17

14 M 20

15 F 14

16 F 26

17 F 14

18 F 11

19 F 29

20 F 20

21 F 15

22 F 18

23 F 9

24 F 14

25 F 21

26 F 22

7.5.5 Sample Point-Biserial Correlation (Large Data Samples)

A colleague of the researcher from the previous example wished to replicate the 

study investigating gender differences. As before, he compared male and female 

ability to recognize and remember visual details. He used 26 participants (14 males 

and 12 females) who were initially unaware of the actual experiment. Table 7.10 

shows the participants’ genders and posttest scores.

We will once again use a point-biserial correlation. However, we will use a 

large sample approximation to examine the results for signiicance since the sample 

size is large.

7.5.5.1 State the Null and Research Hypothesis The null hypothesis states 

that there is no correlation between gender and visual detail recognition. The research 
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hypothesis states that there is a correlation between gender and visual detail 

recognition.

The null hypothesis is

HO: ρpb = 0

The research hypothesis is

HA: ρpb ≠ 0

7.5.5.2 Set the Level of Risk (or the Level of Signiicance) Associated with 
the Null Hypothesis The level of risk, also called an alpha (α), is frequently set 

at 0.05. We will use α = 0.05 in our example. In other words, there is a 95% chance 

that any observed statistical difference will be real and not due to chance.

7.5.5.3 Choose the Appropriate Test Statistic As stated earlier, we decided 

to analyze the relationship between the two variables. A correlation will provide the 

relative strength of the relationship between the two variables. Gender is a discrete 

dichotomous variable and visual detail recognition is an interval scale variable. 

Therefore, we will use a point-biserial correlation.

7.5.5.4 Compute the Test Statistic First, compute the standard deviation of 

all values from the interval scale data. Organize the data to manage the summations 

(see Table 7.11):

 x x ni=∑ ÷

 x = ÷391 26

 x =15 04.

 
s

x x

n
x

i

=
−

−
=

−
=

∑( ) .
.

2

1

934 96

26 1
37 40

 Sx = 6 115.

Next, compute the means and proportions of the values associated with each item 

from the dichotomous variable. The mean males’ posttest score was

 

x x n

x

p p M

p

=∑ ÷

= + + + + + + + + + + + + +( )÷

=

6 15 8 10 6 12 7 13 13 10 18 23 17 20 14

12.771

The mean females’ posttest score was

 

x x n

x

q q F

q

=∑ ÷

= + + + + + + + + + + +( )÷

=

14 26 14 11 29 2 15 18 9 14 21 220 12

17 75.

The males’ proportion was
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P n n

P

p M

p

= ÷

= ÷

=

14 26

0 54.

The females’ proportion was

 

P n n

P

q F

q

= ÷

= ÷

=

12 26

0 46.

Now, compute the point-biserial correlation coeficient using the values computed 

earlier:

TABLE 7.11

Participant Gender Posttest score x xi− x xi−( )
2

1 M 6 −9.04 81.69

2 M 15 −0.04 0.00

3 M 8 −7.04 49.54

4 M 10 −5.04 25.39

5 M 6 −9.04 81.69

6 M 12 −3.04 9.23

7 M 7 −8.04 64.62

8 M 13 −2.04 4.16

9 M 13 −2.04 4.16

10 M 10 −5.04 25.39

11 M 18 2.96 8.77

12 M 23 7.96 63.39

13 M 17 1.96 3.85

14 M 20 4.96 24.62

15 F 14 −1.04 1.08

16 F 26 10.96 120.16

17 F 14 −1.04 1.08

18 F 11 −4.04 16.31

19 F 29 13.96 194.92

20 F 20 4.96 24.62

21 F 15 0.04 0.00

22 F 18 2.96 8.77

23 F 9 −6.04 36.46

24 F 14 −1.04 1.08

25 F 21 5.96 35.54

26 F 22 6.96 48.46

∑ =xi 391 ∑ −( ) =x xi

2
934 96.
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The sign on the correlation coeficient is dependent on the order we managed our 

dichotomous variable. Since that was arbitrary, the sign is irrelevant. Therefore, we 

use the absolute value of the point-biserial correlation coeficient:

 rpb = 0 411.

Since our number of values is large, we will use a large sample approximation to 

examine the obtained value for signiicance. We will ind a z-score for our data using 

an approximation to the normal distribution:

 z r npb*= −





1

 z* .= −





0 411 26 1

 z* .= 2 055

7.5.5.5 Determine the Value Needed for Rejection of the Null Hypoth-
esis Using the Appropriate Table of Critical Values for the Particular Sta-
tistic Table B.1 in Appendix B is used to establish the critical region of z-scores. 

For a two-tailed test with α =  0.05, we must not reject the null hypothesis if 

−1.96 ≤ z* ≤ 1.96.

7.5.5.6 Compare the Obtained Value with the Critical Value Notice that 

z* is in the positive tail of the distribution (2.055 > 1.96). Therefore, we reject the 

null hypothesis. This suggests that the correlation between gender and visual detail 

recognition is real.

7.5.5.7 Interpret the Results We rejected the null hypothesis, suggesting that 

there is a signiicant and moderately weak correlation between gender and visual 

detail recognition.

7.5.5.8 Reporting the Results The reporting of results for the point-biserial 

correlation should include such information as the number of participants (n), 

two variables that are being correlated, correlation coeficient (rpb), degrees of 

freedom (df), p-value’s relation to α, and the mean values of each dichotomous 

variable.

For this example, a researcher replicated a study that compared male and 

female ability to recognize and remember visual details. Fourteen males (nM = 14) 

and 12 females (nF = 12) participated in the experiment. The researcher measured 

participants’ visual detail recognition with a 30 question test requiring participants 

to recall details in a room they had occupied. A point-biserial correlation produced 
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signiicant results (rpb(24) = 0.411, p < 0.05). These data suggest that there is a mod-

erate relationship between gender and visual detail recognition. Moreover, the mean 

scores on the detail recognition test indicate that males (xM =12 71. ) recalled fewer 

details, while females (xF =17 75. ) recalled more details.

7.5.6 Sample Biserial Correlation (Small Data Samples)

A graduate anthropology department at a university wished to determine if its stu-

dents’ grade point averages (GPAs) can be used to predict performance on the 

department’s comprehensive exam required for graduation. The comprehensive 

exam is graded on a pass/fail basis. Sixteen students participated in the comprehen-

sive exam last year. Five of the students failed the exam. The GPAs and the exam 

performance of the students are displayed in Table 7.12.

TABLE 7.12

Participant Exam performance GPA

1 F 3.5

2 F 3.4

3 F 3.3

4 F 3.2

5 F 3.6

6 P 4.0

7 P 3.6

8 P 4.0

9 P 4.0

10 P 3.8

11 P 3.9

12 P 3.9

13 P 4.0

14 P 3.8

15 P 3.5

16 P 3.6

Exam performance is a continuous dichotomous variable and GPA is an inter-

val scale variable. Therefore, we will use a biserial correlation.

7.5.6.1 State the Null and Research Hypothesis The null hypothesis states 

that there is no correlation between student GPA and comprehensive exam perfor-

mance. The research hypothesis states that there is a correlation between student 

GPA and comprehensive exam performance.

The null hypothesis is

HO: ρb = 0
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The research hypothesis is

HA: ρb ≠ 0

7.5.6.2 Set the Level of Risk (or the Level of Signiicance) Associated with 
the Null Hypothesis The level of risk, also called an alpha (α), is frequently set 

at 0.05. We will use α = 0.05 in our example. In other words, there is a 95% chance 

that any observed statistical difference will be real and not due to chance.

7.5.6.3 Choose the Appropriate Test Statistic As stated earlier, we decided 

to analyze the relationship between the two variables. A correlation will provide the 

relative strength of the relationship between the two variables. Exam performance 

is a continuous dichotomous variable and GPA is an interval scale variable. There-

fore, we will use a biserial correlation.

7.5.6.4 Compute the Test Statistic First, compute the standard deviation of 

all values from the interval scale data. Organize the data to manage the summations 

(see Table 7.13):

 x x ni=∑ ÷

 x = ÷59 1 16.

TABLE 7.13

Participant Exam performance GPA x xi− x xi−( )
2

1 F 3.5 −0.19 0.04

2 F 3.4 −0.29 0.09

3 F 3.3 −0.39 0.16

4 F 3.2 −0.49 0.24

5 F 3.6 −0.09 0.01

6 P 4.0 0.31 0.09

7 P 3.6 −0.09 0.01

8 P 4.0 0.31 0.09

9 P 4.0 0.31 0.09

10 P 3.8 0.11 0.01

11 P 3.9 0.21 0.04

12 P 3.9 0.21 0.04

13 P 4.0 0.31 0.09

14 P 3.8 0.11 0.01

15 P 3.5 −0.19 0.04

16 P 3.6 −0.09 0.01

∑ =xi 59 1. ∑ −( ) =x xi

2
1 07.
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Next, compute the means and proportions of the values associated with each item 

from the dichotomous variable. The mean GPA of the exam failures was

 

x x n

x

p p F

p

=∑ ÷

= + + + +( )÷

=

3 5 3 4 3 3 3 2 3 6 5

3 4

. . . . .

.

The mean GPA of the ones who passed the exam was

 

x x nq q P=∑ ÷

= + + + + + + + + + +( )÷4 3 6 4 4 3 8 3 9 3 9 4 3 8 3 5 3 6. . . . . . . . . . .0 0 0 0 11

xxq = 3 8.

The proportion of exam failures was

 

P n n

P

p F

p

= ÷

= ÷

=

5 16

0 3125.

The proportion of the ones who passed the exam was

 

P n n

P

q P

q

= ÷

= ÷

=

11 16

0 6875.

Now, determine the height of the unit normal curve ordinate, y, at the point dividing 

Pp and Pq. We could reference the table of values for the normal distribution, such 

as Table B.1 in Appendix B, to ind y. However, we will compute the value. Using 

Table B.1 also provides the z-score at the point dividing Pp and Pq, z = 0.49:

 y e z= −1

2

2 2

π

 = = =− −1

2

1

2 51
0 40 0 890 49 2 0 122

π

e e. .

.
( . )( . )

 y= 0 3538.

Now, compute the biserial correlation coeficient using the values computed earlier:
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The sign on the correlation coeficient is dependent on the order we managed our 

dichotomous variable. A quick inspection of the variable means indicates that the 

GPA of the failures was smaller than the GPA of the ones who passed. Therefore, 

we should convert the biserial correlation coeficient to a positive value:

 rb = 0 972.

7.5.6.5 Determine the Value Needed for Rejection of the Null Hypothesis 
Using the Appropriate Table of Critical Values for the Particular Statis-
tic Table B.8 in Appendix B lists critical values for the Pearson product-moment 

correlation coeficient. The table requires the degrees of freedom and df = n − 2. 

In this study, n = 16 and df = 16 − 2. Therefore, df = 14. Since we are conducting 

a two-tailed test and α = 0.05, the critical value is 0.497.

7.5.6.6 Compare the Obtained Value with the Critical Value The critical 

value for rejecting the null hypothesis is 0.497 and the obtained value is |rb| = 0.972. 

If the critical value is less than or equal to the obtained value, we must reject the 

null hypothesis. If instead, the critical value is greater than the obtained value, we 

must not reject the null hypothesis. Since the critical value is less than the absolute 

value of the obtained value, we reject the null hypothesis.

7.5.6.7 Interpret the Results We rejected the null hypothesis, suggesting that 

there is a signiicant and very strong correlation between student GPA and compre-

hensive exam performance.

7.5.6.8 Reporting the Results The reporting of results for the biserial correla-

tion should include such information as the number of participants (n), two variables 

that are being correlated, correlation coeficient (rb), degrees of freedom (df), 

p-value’s relation to α, and the mean values of each dichotomous variable.

For this example, a researcher compared the GPAs of graduate anthropology 

students who passed their comprehensive exam with students who failed the exam. 

Five students failed the exam (nF =  5) and 11 students passed it (nP =  11). The 

researcher compared student GPA and comprehensive exam performance. A biserial 

correlation produced signiicant results (rb(14) = 0.972, p < 0.05). The data suggest 

that there is an especially strong relationship between student GPA and comprehen-

sive exam performance. Moreover, the mean GPA of the failing students (xfailure = 3 4. ) 

and passing students (xpassing = 3 8. ) indicates that the relationship is a direct 

correlation.
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7.5.7 Performing the Biserial Correlation Using SPSS

SPSS does not compute the biserial correlation coeficient. To do so, Field (2005) 

has suggested using SPSS to perform a Pearson product-moment correlation (as 

described earlier) and then applying Formula 7.13. However, this procedure will 

only produce an approximation of the biserial correlation coeficient and we recom-

mend you use a spreadsheet with the procedure we described for the sample biserial 

correlation.

7.6 EXAMPLES FROM THE LITERATURE

Listed are varied examples of the nonparametric procedures described in this chapter. 

We have summarized each study’s research problem and researchers’ rationale(s) 

for choosing a nonparametric approach. We encourage you to obtain these studies 

if you are interested in their results.

Greiner and Smith (2006) investigated factors that might affect teacher reten-

tion. When they examined the relationship between the Texas state-mandated teacher 

certiication examination and teacher retention, they used a point-biserial correlation. 

The researchers used the point biserial since teacher retention was measured as a 

discrete dichotomous variable.

Blumberg and Sokol (2004) examined gender differences in the cognitive 

strategies that 2nd- and 5th-grade children use when they learn how to play a video 

game. In part of the study, participants were classiied as frequent players or infrequent 

players. That classiication was correlated with game performance. Since player fre-

quency was a discrete dichotomy, the researchers chose a point-biserial correlation.

McMillian et al. (2006) investigated the attitudes of female registered nurses 

toward male registered nurses. The researchers performed several analyses with a 

variety of statistical tests. In one analysis, they used a Spearman rank-order correla-

tion to examine the relationship between town population and the participants’ 

responses on an attitude inventory. The attitude inventory was a modiied instrument 

to measure level of sexist attitude. Participants indicated agreement or disagreement 

with statements using a four-point Likert scale. The Spearman rank-order correlation 

was chosen because the attitude inventory resembled an ordinal scale.

Fitzgerald et al (2007) examined the validity of an instrument designed to 

measure the performance of physical therapy interns. They used a correlation analy-

sis to examine the relationship between two measures of clinical competence. Since one 

of the measures was ordinal, the researchers used a Spearman rank-order correlation.

Flannelly et al. (2005) reviewed the research literature of studies that investi-

gated the effects of religion on adolescent tobacco use. The authors used a biserial 

correlation to compare studies’ effect (no effect vs. effect) with sample size.

7.7 SUMMARY

The relationship between two variables can be compared with a correlation analysis. 

If any of the variables are ordinal or dichotomous, a nonparametric correlation is 
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useful. The Spearman rank-order correlation, also called the Spearman’s ρ, is used 

to compare the relationship involving ordinal, or rank-ordered, variables. The point-

biserial and biserial correlations are used to compare the relationship between two 

variables if one of the variables is dichotomous. The parametric equivalent to these 

correlations is the Pearson product-moment correlation.

In this chapter, we described how to perform and interpret a Spearman rank-

order, point-biserial, and biserial correlations. We also explained how to perform  

the procedures using SPSS. Finally, we offered varied examples of these nonpara-

metric statistics from the literature. The next chapter will involve comparing nominal 

scale data.

7.8 PRACTICE QUESTIONS

1. The business department at a small college wanted to compare the relative class 

rank of its MBA graduates with their ifth-year salaries. The data collected by 

the department are presented in Table 7.14. Compare the graduates’ class rank 

with their ifth-year salaries.

TABLE 7.14

Relative class rank Fifth-year salary ($)

1 83,450

2 67,900

3 89,000

4 80,500

5 91,000

6 55,440

7 101,300

8 50,560

9 76,050

Use a two-tailed Spearman rank-order correlation with α = 0.05 to deter-

mine if a relationship exists between the two variables. Report your indings.

2. A researcher was contracted by the military to assess soldiers’ perception of a 

new training program’s effectiveness. Fifteen soldiers participated in the program. 

The researcher used a survey to measure the soldiers’ perceptions of the pro-

gram’s effectiveness. The survey used a Likert-type scale that ranged from 

5 = strongly agree to 1 = strongly disagree. Using the data presented in Table 

7.15, compare the soldiers’ average survey scores with the total number of years 

the soldiers had been serving.

Use a two-tailed Spearman rank-order correlation with α = 0.05 to deter-

mine if a relationship exists between the two variables. Report your indings.
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3. A middle school history teacher wished to determine if there is a connection 

between gender and history knowledge among 8th-grade gifted students. The 

teacher administered a 50 item test at the beginning of the school year to 16 gifted 

8th-grade students. The scores from the test are presented in Table 7.16.

Use a two-tailed point-biserial correlation with α = 0.05 to determine if a 

relationship exists between the two variables. Report your indings.

TABLE 7.15

Average survey score Years of service

4.0 18

4.0 15

2.4 2

4.2 13

3.4 4

4.0 10

5.0 24

1.8 4

3.2 9

2.5 5

2.5 3

3.0 8

3.6 16

4.6 14

4.8 12

TABLE 7.16

Participant Gender Posttest score

1 M 44

2 M 30

3 M 50

4 M 33

5 M 37

6 M 35

7 M 36

8 F 29

9 F 39

10 F 33

11 F 50

12 F 45

13 F 37

14 F 30

15 F 34

16 F 50
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TABLE 7.17

Participant Poverty level Survey score

1 Above 15

2 Above 19

3 Above 15

4 Above 20

5 Above 7

6 Above 12

7 Above 3

8 Above 15

9 Below 9

10 Below 5

11 Below 13

12 Below 13

13 Below 11

14 Below 10

15 Below 8

16 Below 9

17 Below 10

18 Below 17

4. A researcher wished to determine if there is a connection between poverty and 

self-esteem. Income level was used to classify 18 participants as either below 

poverty or above poverty. Participants completed a 20 item survey to measure 

self-esteem. The scores from the survey are reported in Table 7.17.

Use a two-tailed biserial correlation with α = 0.05 to determine if a rela-

tionship exists between the two variables. Report your indings.

7.9 SOLUTIONS TO PRACTICE QUESTIONS

1. The results from the analysis are displayed in SPSS Output 7.3.

The results from the Spearman rank-order correlation (rs = −0.217, p > 0.05) 

did not produce signiicant results. Based on these data, we can state that there 

is no clear relationship between graduates’ relative class rank and ifth-year salary.

2. The results from the analysis are displayed in SPSS Output 7.4.

The results from the Spearman rank-order correlation (rs =  0.806, p <  0.05) 

produced signiicant results. Based on these data, we can state that there is a very 

strong correlation between soldiers’ survey scores concerning the new program’s 

effectiveness and their total years of military service.

3. The results from the point-biserial correlation (rpb =  0.047, p >  0.05) did not 

produce signiicant results. Based on these data, we can state that there is no clear 
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relationship between 8th-grade gifted students’ gender and their score on the 

history knowledge test administered by the teacher.

Note that the results obtained from using SPSS is rpb = 0.049, p > 0.05.

4. The results from the biserial correlation (rb = 0.372, p > 0.05) did not produce 

signiicant results. Based on these data, we can state that there is no clear relation-

ship between poverty level and self-esteem.

SPSS OUTPUT 7.3

SPSS OUTPUT 7.4
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CHAPTER 8

TESTS FOR NOMINAL SCALE 

DATA: CHI-SQUARE AND FISHER 

EXACT TESTS

8.1 OBJECTIVES

In this chapter, you will learn the following items:

• How to perform a chi-square goodness-of-it test.

• How to perform a chi-square goodness-of-it test using SPSS®.

• How to perform a chi-square test for independence.

• How to perform a chi-square test for independence using SPSS.

• How to perform the Fisher exact test.

• How to perform Fisher exact test using SPSS.

8.2 INTRODUCTION

Sometimes, data are best collected or conveyed nominally or categorically. These 

data are represented by counting the number of times a particular event or condition 

occurs. In such cases, you may be seeking to determine if a given set of counts, or 

frequencies, statistically matches some known, or expected, set. Or, you may wish 

to determine if two or more categories are statistically independent. In either case, 

we can use a nonparametric procedure to analyze nominal data.

In this chapter, we present three procedures for examining nominal data: chi-

square (χ2) goodness of it, χ2-test for independence, and the Fisher exact test. We 

will also explain how to perform the procedures using SPSS. Finally, we offer varied 

examples of these nonparametric statistics from the literature.

8.3 THE χ2 GOODNESS-OF-FIT TEST

Some situations in research involve investigations and questions about relative  

frequencies and proportions for a distribution. Some examples might include a 

172
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comparison of the number of women pediatricians with the number of men pediatri-

cians, a search for signiicant changes in the proportion of students entering a writing 

contest over 5 years, or an analysis of customer preference of three candy bar choices. 

Each of these examples asks a question about a proportion in the population.

When comparing proportions, we are not measuring a numerical score for each 

individual. Instead, we classify each individual into a category. We then ind out 

what proportion of the population is classiied into each category. The χ2 goodness-

of-it test is designed to answer this type of question.

The χ2 goodness-of-it test uses sample data to test the hypothesis about the 

proportions of the population distribution. The test determines how well the sample 

proportions it the proportions speciied in the null hypothesis.

8.3.1 Computing the χ2 Goodness-of-Fit Test Statistic

The χ2 goodness-of-it test is used to determine how well the obtained sample pro-

portions or frequencies for a distribution it the population proportions or frequencies 

speciied in the null hypothesis. The χ2 statistic can be used when two or more 

categories are involved in the comparison. Formula 8.1 is referred to as Pearson’s 

χ2 and is used to determine the χ2 statistic:

 χ2

2

=
−( )

∑
f f

f

o e

e

 (8.1)

where fo is the observed frequency (the data) and fe is the expected frequency (the 

hypothesis).

Use Formula 8.2 to determine the expected frequency fe:

 f Pne i=  (8.2)

where Pi is a category’s frequency proportion with respect to the other categories 

and n is the sample size of all categories and Σf no = .

Use Formula 8.3 to determine the degrees of freedom for the χ2-test:

 df C= −1  (8.3)

where C is the number of categories.

8.3.2 Sample χ2 Goodness-of-Fit Test (Category 
Frequencies Equal)

A marketing irm is conducting a study to determine if there is a signiicant prefer-

ence for a type of chicken that is served as a fast food. The target group is college 

students. It is assumed that there is no preference when the study is started. The 

types of food that are being compared are chicken sandwich, chicken strips, chicken 

nuggets, and chicken taco.

The sample size for this study was n = 60. The data in Table 8.1 represent the 

observed frequencies for the 60 participants who were surveyed at the fast food 

restaurants.
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We want to determine if there is any preference for one of the four chicken fast 

foods that were purchased to eat by the college students. Since the data only need to be 

classiied into categories, and no sample mean nor sum of squares needs to be cal-

culated, the χ2 statistic goodness-of-it test can be used to test the nonparametric data.

8.3.2.1 State the Null and Research Hypotheses The null hypothesis states 

that there is no preference among the different categories. There is an equal propor-

tion or frequency of participants selecting each type of fast food that uses chicken. 

The research hypothesis states that one or more of the chicken fast foods is preferred 

over the others by the college student.

The null hypothesis is

HO: In the population of college students, there is no preference of one chicken 

fast food over any other. Thus, the four fast food types are selected equally 

often and the population distribution has the proportions shown in Table 8.2.

TABLE 8.1

Chicken sandwich Chicken strips Chicken nuggets Chicken taco

10 25 18 7

TABLE 8.2

Chicken sandwich Chicken strips Chicken nuggets Chicken taco

25% 25% 25% 25%

HA: In the population of college students, there is at least one chicken fast food 

preferred over the others.

8.3.2.2 Set the Level of Risk (or the Level of Signiicance) Associated with 
the Null Hypothesis The level of risk, also called an alpha (α), is frequently set 

at 0.05. We will use α = 0.05 in our example. In other words, there is a 95% chance 

that any observed statistical difference will be real and not due to chance.

8.3.2.3 Choose the Appropriate Test Statistic The data are obtained from 

60 college students who eat fast food chicken. Each student was asked which of the 

four chicken types of food he or she purchased to eat and the result was tallied under 

the corresponding category type. The inal data consisted of frequencies for each of 

the four types of chicken fast foods. These categorical data, which are represented 

by frequencies or proportions, are analyzed using the χ2 goodness-of-it test.

8.3.2.4 Compute the Test Statistic First, tally the observed frequencies, fo, 

for the 60 students who were in the study. Use these data to create the observed 

frequency table shown in Table 8.3.
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Next, calculate the expected frequency for each category. In this case, the 

expected frequency, fe, will be the same for all four categories since our research 

problem assumes that all categories are equal:

 
f Pn

f

e i

e

= = ( )

=

1

4
60

15

Table 8.4 presents the expected frequencies for each category.

TABLE 8.3

Chicken sandwich Chicken strips Chicken nuggets Chicken taco

Observed frequencies 10 25 18 7

TABLE 8.4

Chicken sandwich Chicken strips Chicken nuggets Chicken taco

Expected frequencies 15 15 15 15

Using the values for the observed and expected frequencies, the χ2 statistic 

may be calculated:
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8.3.2.5 Determine the Value Needed for Rejection of the Null Hypothesis 
Using the Appropriate Table of Critical Values for the Particular Statistic 

Before we go to the table of critical values, we must determine the degrees of 

freedom, df. In this example, there are four categories, C = 4. To ind the degrees 

of freedom, use df = C − 1 = 4 − 1. Therefore, df = 3.

Now, we use Table B.2 in Appendix B, which lists the critical values for the 

χ2. The critical value is found in the χ2 table for three degrees of freedom, df = 3. 
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Since we set the α = 0.05, the critical value is 7.81. A calculated value that is greater 

than or equal to 7.81 will lead us to reject the null hypothesis.

8.3.2.6 Compare the Obtained Value with the Critical Value The critical 

value for rejecting the null hypothesis is 7.81 and the obtained value is χ2 = 13.21. 

If the critical value is less than or equal to the obtained value, we must reject the 

null hypothesis. If instead, the critical value exceeds the obtained value, we do not 

reject the null hypothesis. Since the critical value is less than our obtained value, we 

must reject the null hypothesis.

Note that the critical value for α = 0.01 is 11.34. Since the obtained value is 

13.21, a value greater than 11.34, the data indicate that the results are highly 

signiicant.

8.3.2.7 Interpret the Results We rejected the null hypothesis, suggesting that 

there is a real difference among chicken fast food choices preferred by college stu-

dents. In particular, the data show that a larger portion of the students preferred the 

chicken strips and only a few of them preferred the chicken taco.

8.3.2.8 Reporting the Results The reporting of results for the χ2 goodness of 

it should include such information as the total number of participants in the sample 

and the number that were classiied in each category. In some cases, bar graphs are 

good methods of presenting the data. In addition, include the χ2 statistic, degrees of 

freedom, and p-value’s relation to α. For this study, the number of students who ate 

each type of chicken fast food should be noted either in a table or plotted on a bar 

graph. The probability, p < 0.01, should also be indicated with the data to show the 

degree of signiicance of the χ2.

For this example, 60 college students were surveyed to determine which fast 

food type of chicken they purchased to eat. The four choices were chicken sandwich, 

chicken strips, chicken nuggets, and chicken taco. Student choices were 10, 25,  

18, and 7, respectively. The χ2 goodness-of-it test was signiicant (χ( ) .3

2
13 21= , 

p <  0.01). Based on these results, a larger portion of the students preferred the 

chicken strips while only a few students preferred the chicken taco.

8.3.3 Sample χ2 Goodness-of-Fit Test (Category Frequencies 
Not Equal)

Sometimes, research is being conducted in an area where there is a basis for different 

expected frequencies in each category. In this case, the null hypothesis will indicate 

different frequencies for each of the categories according to the expected values. 

These values are usually obtained from previous data that were collected in similar 

studies.

In this study, a school system uses three different physical itness programs 

because of scheduling requirements. A researcher is studying the effect of the pro-

grams on 10th-grade students’ 1-mile run performance. Three different physical 

itness programs were used by the school system and will be described later.
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• Program 1. Delivers health and physical education in 9-week segments 

with an alternating rotation of nine straight weeks of health education and 

then nine straight weeks of physical education.

• Program 2. Delivers health and physical education everyday with 30 min 

for health, 10  min for dress-out time, and 50  min of actual physical 

activity

• Program 3. Delivers health and physical education in 1-week segments 

with an alternating rotation of 1 week of health education and then 1 week 

of physical education

Using students who participated in all three programs, the researcher is comparing 

these programs based on student performances on the 1-mile run. The researcher 

recorded the program in which each student received the most beneit. Two hundred 

ifty students had participated in all three programs. The results for all of the students 

are recorded in Table 8.5.

TABLE 8.5

Program 1 Program 2 Program 3

110 55 85

TABLE 8.6

Program 1 Program 2 Program 3

32% 22% 45%

We want to determine if the frequency distribution in the case earlier is dif-

ferent from previous studies. Since the data only need to be classiied into categories, 

and no sample mean or sum of squares needs to be calculated, the χ2 goodness-of-it 

test can be used to test the nonparametric data.

8.3.3.1 State the Null and Research Hypotheses The null hypothesis states 

the proportion of students who beneited most from one of the three programs based 

on a previous study. As shown in Table 8.6, there are unequal expected frequencies 

for the null hypothesis. The research hypothesis states that there is at least one of 

the three categories that will have a different proportion or frequency than those 

identiied in the null hypothesis.

The null hypothesis is

HO: The proportions do not differ from the previously determined proportions 

shown in Table 8.6.

HA: The population distribution has a different shape than that speciied in the 

null hypothesis.
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8.3.3.2 Set the Level of Risk (or the Level of Signiicance) Associated with 
the Null Hypothesis The level of risk, also called an alpha (α), is frequently set 

at 0.05. We will use α = 0.05 in our example. In other words, there is a 95% chance 

that any observed statistical difference will be real and not due to chance.

8.3.3.3 Choose the Appropriate Test Statistic The data are being obtained from 

the 1-mile run performance of 250 10th-grade students who participated in a school 

system’s three health and physical education programs. Each student was catego-

rized based on the plan in which he or she beneited most. The inal data consisted 

of frequencies for each of the three plans. These categorical data which are repre-

sented by frequencies or proportions are analyzed using the χ2 goodness-of-it test.

8.3.3.4 Compute the Test Statistic First, tally the observed frequencies for 

the 250 students who were in the study. This was performed by the researcher. Use 

the data to create the observed frequency table shown in Table 8.7.

TABLE 8.7

Program 1 Program 2 Program 3

Observed frequencies 110 55 85

Next, calculate the expected frequencies for each category. In this case, the 

expected frequency will be different for each category. Each one will be based on 

proportions stated in the null hypothesis:

 f Pnei i=

 fe for program 1 0 32 250 80= =. ( )

 fe for program 2 0 22 250 55= =. ( )

 fe for program 3 0 46 250 115= =. ( )

Table 8.8 presents the expected frequencies for each category.

Use the values for the observed and expected frequencies calculated earlier to 

calculate the χ2 statistic:
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8.3.3.5 Determine the Value Needed for Rejection of the Null Hypothesis 
Using the Appropriate Table of Critical Values for the Particular Statistic 
Before we go to the table of critical values, we must determine the degrees of 

freedom, df. In this example, there are four categories, C = 3. To ind the degrees 

of freedom, use df = C − 1 = 3 − 1. Therefore, df = 2.

Now, we use Table B.2 in Appendix B, which lists the critical values for the 

χ2. The critical value is found in the χ2 table for two degrees of freedom, df = 2. 

Since we set α = 0.05, the critical value is 5.99. A calculated value that is greater 

than 5.99 will lead us to reject the null hypothesis.

8.3.3.6 Compare the Obtained Value with the Critical Value The critical 

value for rejecting the null hypothesis is 5.99 and the obtained value is χ2 = 19.08. 

If the critical value is less than or equal to the obtained value, we must reject the 

null hypothesis. If instead, the critical value exceeds the obtained value, we do not 

reject the null hypothesis. Since the critical value is less than our obtained value, we 

must reject the null hypothesis.

Note that the critical value for α = 0.01 is 9.21. Since the obtained value is 

19.08, which is greater than the critical value, the data indicate that the results are 

highly signiicant.

8.3.3.7 Interpret the Results We rejected the null hypothesis, suggesting that 

there is a real difference in how the health and physical education program affects 

the performance of students on the 1-mile run as compared with the existing research. 

By comparing the expected frequencies of the past study and those obtained in the 

current study, it can be noted that the results from program 2 did not change. Program 

2 was least effective in both cases, with no difference between the two. Program 1 

became more effective and program 3 became less effective.

8.3.3.8 Reporting the Results The reporting of results for the χ2 goodness-

of-it should include such information as the total number of participants in the 

sample, the number that were classiied in each category, and the expected frequen-

cies that are being used for comparison. It is important also to cite a source for the 

expected frequencies so that the decisions made from the study can be supported. 

In addition, include the χ2 statistic, degrees of freedom, and p-value’s relation to α. 

It is often a good idea to present a bar graph to display the observed and expected 

frequencies from the study. For this study, the probability, p < 0.01, should also be 

indicated with the data to show the degree of signiicance of the χ2.

For this example, 250 10th-grade students participated in three different health 

and physical education programs. Using 1-mile run performance, students’ program 

TABLE 8.8

Program 1 Program 2 Program 3

Expected frequencies 80 55 115
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of greatest beneit was compared with the results from past research. The χ2 

goodness-of-it test was signiicant (χ( ) .2

2
19 08= , p < 0.01). Based on these results, 

program 2 was least effective in both cases, with no difference between the two. 

Program 1 became more effective and program 3 became less effective.

8.3.4 Performing the χ2 Goodness-of-Fit Test Using SPSS

We will analyze the data from the example earlier using SPSS.

8.3.4.1 Deine Your Variables First, click the “Variable View” tab at the 

bottom of your screen (see Fig. 8.1). The χ2 goodness-of-it test requires two vari-

ables: one variable to identify the categories and a second variable to identify the 

observed frequencies. Type the names of these variables in the “Name” column. In 

our example, we deine the variables as “Program” and “count.”

FIGURE 8.1

You must assign values to serve as a reference for each category in the 

observed frequency variable. It is often easiest to assign each category a whole 

number value. As shown in Figure 8.2, our categories are “Program 1,” “Program 

2,” and “Program 3.” First, we selected the “count” variable and clicked the gray 

square in the “Values” ield. Then, we set a value of 1 to equal “Program 1,” a value 

of 2 to equal “Program 2,” and a value of 3 to equal “Program 3.” We use the “Add” 

button to move the variable labels to the box below. Repeat this procedure for the 

“Program” variable so that the output tables will display these labels.

8.3.4.2 Type in Your Values Click the “Data View” tab at the bottom of your 

screen. First, enter the data for each category using the whole numbers you assigned 

to represent the categories. As shown in Figure 8.3, we entered the values “1,” “2,” 

and “3” in the “Program” variable. Second, enter the observed frequencies next to 

the corresponding category values. In our example, we entered the observed frequen-

cies “110,” “55,” and “85.”

8.3.4.3 Analyze Your Data First, use the “Weight Cases” command to allow 

the observed frequency variable to reference the category variable. As shown in 

Figure 8.4, use the pull-down menus to choose “Data” and “Weight Cases . . .”.

The default setting is “Do not weight cases.” Click the circle next to “Weight 

cases by” as shown in Figure 8.5. Select the variable with the observed frequencies. 
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FIGURE 8.2

FIGURE 8.3

Move that variable to the “Frequency Variable:” box by clicking the small arrow 

button. In our example, we have moved the “count” variable. Finally, click “OK.”

As shown in Figure 8.6, use the pull-down menus to choose “Analyze,” “Non-

parametric Tests,” “Legacy Dialogs,” and “Chi-square. . .”.

First, move the category variable to the “Test Variable List:” box by select-

ing that variable and clicking the small arrow button near the center of  

the window. As shown in Figure 8.7, we have chosen the “Program” variable. 

Then, enter your “Expected Values.” Notice that the option “All categories equal” 

is the default setting. Since this example does not have equal categories, we  

must select the “Values:” option to set the expected values. Enter the expected 

frequencies for each category in the order that they are listed in the SPSS Data 

View. After you type in an expected frequency in the “Values:” ield, click “Add.”  
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FIGURE 8.5

FIGURE 8.4



FIGURE 8.6

FIGURE 8.7
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For our example, we have entered 80, 55, and 115, respectively. Finally, click “OK” 

to perform the analysis.

8.3.4.4 Interpret the Results from the SPSS Output Window The irst 

output table (see SPSS Output 8.1a) provides the observed and expected frequencies 

for each category and the total count.

SPSS OUTPUT 8.1A

SPSS OUTPUT 8.1B

The second output table (see SPSS Output 8.1b) provides the χ2 statistic 

(χ2 = 19.076), the degrees of freedom (df = 2), and the signiicance (p ≈ 0.000).

Based on the results from SPSS, three programs were compared with unequal 

expected frequencies. The χ2 goodness-of-it test was signiicant (χ( ) .2

2
19 08= , 

p < 0.01). Based on these results, program 2 was least effective in both cases, with 

no difference between the two. Program 1 became more effective and program 3 

became less effective.

8.4 THE χ2 TEST FOR INDEPENDENCE

Some research involves investigations of frequencies of statistical associations of 

two categorical attributes. Examples might include a sample of men and women who 

bought a pair of shoes or a shirt. The irst attribute, A, is the gender of the shopper 

with two possible categories:

 men= A1

 women= A2
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The second attribute, B, is the clothing type purchased by each individual:

 pair of shoes= B1

 shirt = B2

We will assume that each person purchased only one item, either a pair of shoes or 

a shirt. The entire set of data is then arranged into a joint-frequency distribution 

table. Each individual is classiied into one category which is identiied by a pair of 

categorical attributes (see Table 8.9).

TABLE 8.9

A1 A2

B1 (A1, B1) (A2, B1)

B2 (A1, B2) (A2, B2)

The χ2-test for independence uses sample data to test the hypothesis that there 

is no statistical association between two categories. In this case, whether there is a 

signiicant association between the gender of the purchaser and the type of clothing 

purchased. The test determines how well the sample proportions it the proportions 

speciied in the null hypothesis.

8.4.1 Computing the χ2 Test for Independence

The χ2-test for independence is used to determine whether there is a statistical asso-

ciation between two categorical attributes. The χ2 statistic can be used when two or 

more categories are involved for two attributes. Formula 8.4 is referred to as Pear-

son’s χ2 and is used to determine the χ2 statistic:

 χ2

2

=
−

∑∑
( )f f

f

ojk ejk

ejkkj

 (8.4)

where fojk is the observed frequency for cell AjBk and fejk is the expected frequency 

for cell AjBk.

In tests for independence, the expected frequency fejk in any cell is found by 

multiplying the row total times the column total and dividing the product by the 

grand total N. Use Formula 8.5 to determine the expected frequency fejk:

 f
A B

N
ejk

j k
=

( . )( . )freq freq
 (8.5)

The degrees of freedom df for the χ2 is found using Formula 8.6:

 df R C= − −( )( )1 1  (8.6)

where R is the number of rows and C is the number of columns.
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It is important to note that Pearson’s χ2 formula returns a value that is too 

small when data form a 2 × 2 contingency table. This increases the chance of a type 

I error. In such a circumstance, one might use the Yates’s continuity correction shown 

in Formula 8.7:

 χ2

2
0 5
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− −
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f

ojk ejk

ejkkj

 (8.7)

Daniel (1990) has cited a number of criticisms to the Yates’s continuity correction. 

While he recognizes that the procedure has been frequently used, he also observes 

a decline in its popularity. Toward the end of this chapter, we present an alternative 

for analyzing a 2 × 2 contingency table using the Fisher exact test.

At this point, the analysis is limited to identifying an association’s presence 

or absence. In other words, the χ2-test’s level of signiicance does not describe the 

strength of its association. We can use the effect size to analyze the degree of asso-

ciation. For the χ2-test for independence, the effect size between the nominal vari-

ables of a 2 × 2 contingency table can be calculated and represented with the phi 

(φ) coeficient (see Formula 8.8):

 φ
χ

=
2

n
 (8.8)

where χ2 is the chi-square test statistic and n is the number in the entire sample.

The φ coeficient ranges from 0 to 1. Cohen (1988) deined the conventions 

for effect size as small = 0.10, medium = 0.30, and large = 0.50. (Correlation coef-

icient and effect size are both measures of association. See Chapter 7 concerning 

correlation for more information on Cohen’s assignment of effect size’s relative 

strength.)

When the χ2 contingency table is larger than 2 × 2, Cramer’s V statistic may 

be used to express effect size. The formula for Cramer’s V is shown in Formula 8.9:

 V
n L

=
−

χ2

1( )( )
 (8.9)

where χ2 is the chi-square test statistic, n is the total number in the sample, and L 

is the minimum value of the row totals and column totals from the contingency table.

8.4.2 Sample χ2 Test for Independence

A counseling department for a school system is conducting a study to investigate 

the association between children’s attendance in public and private preschool and 

their behavior in the kindergarten classroom. It is the researcher’s desire to see if 

there is any positive association between early exposure to learning and behavior in 

the classroom.

The sample size for this study was n = 100. The following data in Table 8.10 

represent the observed frequencies for the 100 children whose behavior was observed 
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during their irst 6 weeks of school. The students who were in the study were identi-

ied by the type of preschool educational exposure they received.

We want to determine if there is any association between type of preschool 

experience and behavior in kindergarten in the irst 6 weeks of school. Since the 

data only need to be classiied into categories, and no sample mean nor sum of 

squares needs to be calculated, the χ2 statistic for independence can be used to test 

the nonparametric data.

8.4.2.1 State the Null and Research Hypotheses The null hypothesis states 

that there is no association between the two categories. The behavior of the children 

in kindergarten is independent of the type of preschool experience they had. The 

research hypothesis states that there is a signiicant association between the preschool 

experience of the children and their behavior in kindergarten.

The null hypothesis is

Ho: In the general population, there is no association between type of preschool 

experience a child has and the child’s behavior in kindergarten.

The research hypothesis states

HA: In the general population, there is a predictable relationship between the 

preschool experience and the child’s behavior in kindergarten.

8.4.2.2 Set the Level of Risk (or the Level of Signiicance) Associated with 
the Null Hypothesis The level of risk, also called an alpha (α), is frequently set 

at 0.05. We will use α = 0.05 in our example. In other words, there is a 95% chance 

that any observed statistical difference will be real and not due to chance.

8.4.2.3 Choose the Appropriate Test Statistic The data are obtained from 

100 children in kindergarten who experienced differing preschool preparation prior 

to entering formal education. The kindergarten teachers for the children were ask to 

rate students’ behaviors using three broad levels of ratings obtained from a survey. 

The students were then divided up into three groups according to preschool experi-

ence (no preschool, private preschool, and public preschool). These data are orga-

nized into a two-dimensional categorical distribution that can be analyzed using an 

independent χ2-test.

TABLE 8.10

Behavior in kindergarten

Row totalsPoor Average Good

Public preschool 12 25 10 47

Private preschool 6 12 0 18

No preschool 2 23 10 35

Column totals 20 60 20 100
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8.4.2.4 Compute the Test Statistic First, tally the observed frequencies fojk for 

the 100 students who were in the study. Use these data to create the observed fre-

quency table shown in Table 8.11.

TABLE 8.11

Behavior in kindergarten (observed)

Row totalsPoor Average Good

Public preschool 12 25 10 47

Private preschool 6 12 0 18

No preschool 2 23 10 35

Column totals 20 60 20 100

TABLE 8.12

Behavior in kindergarten (expected)

Row totalsPoor Average Good

Public preschool 9.4 28.2 9.4 47

Private preschool 3.6 10.8 3.6 18

No preschool 7.0 21.0 7.0 35

Column totals 20 60 20 100

Next, calculate the expected frequency fejk for each category:

 fe11
47 20

100
940 100 9 4= = =

( )( )
./

 fe12
47 60

100
2820 100 28 2= = =

( )( )
./

 fe13
47 20
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./

 fe21
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./
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35 20

100
700 100 7 0= = =

( )( )
./

 fe32
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( )( )
./

Place these values in an expected frequency table (see Table 8.12).
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Using the values for the observed and expected frequencies in Tables 8.11 and 

8.12, the χ2 statistic can be calculated:
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8.4.2.5 Determine the Value Needed for Rejection of the Null Hypothesis 
Using the Appropriate Table of Critical Values for the Particular Statistic 
Before we go to the table of critical values, we need to determine the degrees of 

freedom, df. In this example, there are three categories in the preschool experience 

dimension, R = 3, and three categories in the behavior dimension, C = 3. To ind 

the degrees of freedom, use df =  (R −  1)(C −  1) =  (3 −  1)(3 −  1). Therefore, 

df = 4.

Now, we use Table B.2 in Appendix B, which lists the critical values for the 

χ2. The critical value is found in the χ2 table for four degrees of freedom, df = 4. 

Since we set α = 0.05, the critical value is 9.49. A calculated value that is greater 

than or equal to 9.49 will lead us to reject the null hypothesis.

8.4.2.6 Compare the Obtained Value with the Critical Value The critical 

value for rejecting the null hypothesis is 9.49 and the obtained value is χ2 = 11.50. 

If the critical value is less than or equal to the obtained value, we must reject the 

null hypothesis. If instead, the critical value exceeds the obtained value, we do not 

reject the null hypothesis. Since the critical value is less than our obtained value, we 

must reject the null hypothesis.

8.4.2.7 Interpret the Results We rejected the null hypothesis, suggesting that 

there is a real association between type of preschool experience children obtained 

and their behavior in the kindergarten classroom during their irst few weeks in 

school. In particular, data tend to show that children who have private schooling do 

not tend to get good behavior ratings in school. The other area that tends to show 

some signiicant association is between poor behavior and no preschool experience. 

The students who had no preschool had very few poor behavior ratings in compari-

son with the other two groups.
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At this point, the analysis is limited to identifying an association’s presence 

or absence. In other words, the χ2-test’s level of signiicance does not describe the 

strength of its association. The American Psychological Association (2001), however, 

has called for a measure of the degree of association called the effect size. For the 

χ2-test for independence with a 3 × 3 contingency table, we determine the strength 

of association, or the effect size, using Cramer’s V.

From Table 8.11, we ind that L = 3. For n = 100 and χ2 = 11.50, we use 

Formula 8.9 to determine V:
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Our effect size, Cramer’s V, is 0.24. This value indicates a medium level of associa-

tion between type of preschool experience children obtained and their behavior in 

the kindergarten classroom during their irst few weeks in school.

8.4.2.8 Reporting the Results The reporting of results for the χ2-test for 

independence should include such information as the total number of participants in 

the sample and the number of participants classiied in each of the categories. In 

addition, include the χ2 statistic, degrees of freedom, and the p-value’s relation to 

α. For this study, the number of children who were in each category (including 

preschool experience and behavior rating) should be presented in the two-dimensional 

table (see Table 8.10).

For this example, the records of 100 kindergarten students were examined to 

determine whether there was an association between preschool experience and 

behavior in kindergarten. The three preschool experiences were no preschool, private 

preschool, and public preschool. The three behavior ratings were poor, average, and 

good. The χ2-test was signiicant (χ( ) .4
2 11 50= , p < 0.05). Moreover, our effect size, 

using Cramer’s V, was 0.24. Based on the results, there was a tendency shown for 

students with private preschool to not have good behavior and those with no pre-

school to not have poor behavior. It also indicated that average behavior was strong 

for all three preschool experiences.

8.4.3 Performing the χ2 Test for Independence Using SPSS

We will analyze the data from the example earlier using SPSS.

8.4.3.1 Deine Your Variables First, click the “Variable View” tab at the 

bottom of your screen, as shown in Figure 8.8. The χ2-test for independence requires 

variables to identify the conditions in the rows: one variable to identify the condi-

tions of the rows and a second variable to identify the conditions of the columns. 

According to the previous example, the “Behavior” variable will represent the 

columns. “School_Type” will represent the rows. Finally, we need a variable to 

represent the observed frequencies. “Frequency” represents the observed frequencies.
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You must assign values to serve as a reference for the column and row vari-

ables. It is often easiest to assign each category a whole number value. First, click 

the gray square in the “Values” ield to set the desired values. As shown in Figure 

8.9, we have already assigned the value labels for the “Behavior” variable. For the 

“School_Type” variable, we set a value of 1 to equal “Public Preschool,” a value of 

2 to equal “Private Preschool,” and a value of 3 to equal “No Preschool.” Clicking 

the “Add” button moves each of the value labels to the list below. Finally, click “OK” 

to return to the SPSS Variable View screen.

8.4.3.2 Type in Your Values Click the “Data View” tab at the bottom of your 

screen, as shown in Figure 8.10. Use the whole number references you set earlier 

FIGURE 8.8

FIGURE 8.9
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for the row and column variables. Each possible combination of conditions should 

exist. Then, enter the corresponding observed frequencies. In our example, row 1 

represents a “Behavior” of 1 which is “Poor” and a “School_Type” of 1 which is 

“Public School.” The observed frequency for this condition is 12.

8.4.3.3 Analyze Your Data First, use the “Weight Cases” command to allow 

the observed frequency variable to reference the category variable. As shown in 

Figure 8.11, use the pull-down menus to choose “Data” and “Weight Cases . . .”.

The default setting is “Do not weight cases.” Click the circle next to “Weight 

cases by” as shown in Figure 8.12. Select the variable with the observed frequencies. 

Move that variable to the “Frequency Variable:” box by clicking the small arrow 

button. In our example, we have moved the “Frequency” variable. Finally, click “OK.”

As shown in Figure 8.13, use the pull-down menus to choose “Analyze,” 

“Descriptive Statistics,” and “Crosstabs . . .”.

When the Crosstabs window is open, move the variable that represents the 

rows to the “Row(s):” box by selecting that variable and clicking the small arrow 

button next to that box. As shown in Figure 8.14, we have chosen the “School_Type” 

variable. Then, move the variable that represents the column to the “Column(s):” 

box. In our example, we have chosen the “Behavior” variable. Next, click the “Sta-

tistics . . .” button.

As shown in Figure 8.15, check the box next to “Chi-square” and the box next 

to “Phi and Cramer’s V.” Once those boxes are checked, click “Continue” to return 

to the Crosstabs window. Now, click the “Cells . . .” button.

As shown in Figure 8.16, check the boxes next to “Observed” and “Expected.” 

Then, click “Continue” to return to the Crosstabs window. Finally, click “OK” to 

perform the analysis.

8.4.3.4 Interpret the Results from the SPSS Output Window The 

second to fourth output tables from SPSS are of interest in this procedure.  

FIGURE 8.10
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FIGURE 8.11

FIGURE 8.12
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FIGURE 8.13

FIGURE 8.14

The second output table (see SPSS Output 8.2a) provides the observed and expected 

frequencies for each category and the total counts.

The third output table (see SPSS Output 8.2b) provides the χ2 statistic 

(χ2 = 11.502), the degrees of freedom (df = 4), and the signiicance (p = 0.021).

The fourth output table (see SPSS Output 8.2c) provides the Cramer’s V sta-

tistic (V = 0.240) to determine the level of association or effect size.
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FIGURE 8.15

FIGURE 8.16
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Based on the results from SPSS, three programs were compared with unequal 

expected frequencies. The χ2 goodness-of-it test was signiicant (χ( ) .4
2 11 502= , 

p < 0.05). Based on these results, there is a real association between type of pre-

school experience children obtained and their behavior in the kindergarten classroom 

during their irst few weeks in school. In addition, the measured effect size presented 

a medium level of association (V = 0.240).

8.5 THE FISHER EXACT TEST

A special case arises if a contingency table’s size is 2 × 2 and at least one expected 

cell count is less than 5. In this circumstance, SPSS will calculate a Fisher exact test 

instead of a χ2-test for independence.

SPSS OUTPUT 8.2A

SPSS OUTPUT 8.2B

SPSS OUTPUT 8.2C
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The Fisher exact test is useful for analyzing discrete data obtained from small, 

independent samples. They can be either nominal or ordinal. It is used when the 

scores of two independent random samples fall into one of two mutually exclusive 

classes or obtains one of two possible scores. The results form a 2 × 2 contingency 

table, as noted earlier.

In this chapter, we will describe how to perform and interpret the Fisher exact 

test for different samples.

8.5.1 Computing the Fisher Exact Test for 2 × 2 Tables

Compare the 2 × 2 contingency table’s one-sided signiicance with the level of risk, 

α. Table 8.13 is the 2 × 2 contingency table that is used as the basis for computing 

Fisher exact test’s one-sided signiicance.

TABLE 8.13

Variable

Group

CombinedI II

+ A B A + B

− C D C + D

Total A + C B + D N

The formula for computing the one-sided signiicance for the Fisher exact test 

is shown in Formula 8.10. Table B.9 in Appendix B lists the factorials for n = 0 to 

n = 15:

 p
A B C D A C B D

N A B C D
=

+ + + +( )!( )!( )!( )!

! ! ! ! !
 (8.10)

If all cell counts are equal to or larger than 5 (ni ≥ 5), Daniel (1990) suggested that 

one use a large sample approximation with the χ2-test instead of the Fisher exact test.

8.5.2 Sample Fisher Exact Test

A small medical center administered a survey to determine its nurses’ attitude of 

readiness to care for patients. The survey was a 15-item Likert scale with two points 

positive, two points negative, and a neutral point. The study was conducted to 

compare the feelings between men and women. Each person was classiied according 

to a total attitude determined by summing the item values on the survey. A maximum 

positive attitude would be +33 and a maximum negative attitude would be −33.

Table 8.14 and Table 8.15 show the number of men and women who had posi-

tive and negative attitudes about how they were prepared. There were four men and 

six women. Three of the men had positive survey results and only one of the women 

had a positive survey result.
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We want to determine if there is a difference in attitude between men and 

women toward their preparation to care for patients. Since the data form a 2 × 2 

contingency table and at least one cell has an expected count (see Formula 8.2) 

of less than 5, the Fisher exact test is a useful procedure to analyze the data and 

test the hypothesis.

8.5.2.1 State the Null and Research Hypotheses The null hypothesis states 

that there are no differences between men and women on the attitude survey that 

measures feelings about the program that teaches care for patients. The alternative 

hypothesis is that the proportion of men with positive attitudes, PM, exceed the pro-

portion of women with positive attitudes, PW.

The hypotheses can be written as follows.

HO: PM = PW

HA: PM > PW

8.5.2.2 Set the Level of Risk (or the Level of Signiicance) Associated with 
the Null Hypothesis The level of risk, also called an alpha (α) level, is frequently 

TABLE 8.14

Participant Gender Score Attitude

1 Male +30 +

2 Male +14 +

3 Male −21 −

4 Male +22 +

5 Male +9 +

6 Female −22 −

7 Female −13 −

8 Female −20 −

9 Female −7 −

10 Female +19 +

11 Female −31 −

TABLE 8.15

Group

Men Women

Positive 4 1 5

Negative 1 5 6

5 6 11
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set at 0.05. We will use α = 0.05 in our example. In other words, there is a 95% 

chance that any observed statistical difference will be real and not due to chance.

8.5.2.3 Choose the Appropriate Test Statistic The data are obtained from a 

2 × 2 contingency table. Two independent groups were measured on a survey and 

classiied according to two criteria. The classiications were (+) for a positive atti-

tude and (−) for negative attitude. The samples are small, thus requiring nonpara-

metric statistics. We are analyzing data in a 2 × 2 contingency table and at least one 

cell has an expected count (see Formula 8.2) of less than 5. Therefore, we will use 

the Fisher exact test.

8.5.2.4 Compute the Test Statistic First, construct the 2 ×  2 contingency 

tables for the data in the study and for data that represent a more extreme occurrence 

than that which was obtained. In this example, there were ive men and six women 

who were in the training program for nurses. Four of the men responded positively 

to the survey and only one of the women responded positively. The remainder of the 

people in the study responded negatively.

If we wish to test the null hypothesis statistically, we must consider the pos-

sibility of the occurrence of the more extreme outcome that is shown in Table 8.16b. 

In that table, none of the men responded negatively and none of the women responded 

positively.

To be shown later are the tables for the statistic. Table 8.16a show the results 

that occurred in the data collected and Table 8.16b shows the more extreme outcome 

that could occur.

To test the hypothesis, we irst use Formula 8.10 to compute the probability 

of each possible outcome shown earlier.

TABLE 8.16A

Group

Men Women

Positive 4 1 5

Negative 1 5 6

5 6 11

TABLE 8.16B

Group

Men Women

Positive 5 0 5

Negative 0 6 6

5 6 11
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For Table 8.16a,
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For Table 8.16b,
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The probability is found by adding the two results that were computed earlier:

 
p p p

p

= + = +

=

1 2 0 065 0 002

0 067

. .

.

8.5.2.5 Determine the Value Needed for Rejection of the Null Hypothesis 
Using the Appropriate Table of Critical Values for the Particular Statistic 
In the example in this chapter, the probability was computed and compared with the 

level of risk speciied earlier, α = 0.05. This computational process involves very 

large numbers and is aided by the table values. It is recommended that a table of 

critical values be used when possible.

8.5.2.6 Compare the Obtained Value with the Critical Value The critical 

value for rejecting the null hypothesis is α =  0.05 and the obtained p-value is 

p = 0.067. If the critical value is greater than the obtained value, we must reject the 

null hypothesis. If the critical value is less than the obtained value, we do not reject 

the null hypothesis. Since the critical value is less than the obtained value, we do 

not reject the null hypothesis.

8.5.2.7 Interpret the Results We did not reject the null hypothesis, suggesting 

that no real difference existed between the attitudes of men and women about their 
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readiness to care for patients. There was, however, a strong trend toward positive 

feelings on the part of the men and negative feelings on the part of the women. The 

probability was small, although not signiicant. This is the type of study that would 

call for further investigation with other samples to see if this trend was more pro-

nounced. Our analysis does provide some evidence that there is some difference, 

and if analyzed with a more liberal critical value such as α = 0.10, this statistical 

test would show signiicance.

Since the Fisher exact test was not statistically signiicant (p > α), we may 

not have an interest in the strength of the association between the two variables. 

However, a researcher wishing to replicate the study may wish to know that strength 

of association.

The effect size is a measure of association between two variables. For the 

Fisher exact test, which has a 2 × 2 contingency table, we determine the effect size 

using the phi (φ) coeficient (see Formula 8.8). For n = 11 and χ2 = 4.412 (calcula-

tion for χ2 not shown), we use Formula 8.8 to determine φ:
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Our effect size, the phi (φ) coeficient, is 0.633. This value indicates a strong level 

of association between the two variables. What is more, a replication of the study 

may be worth the effort.

8.5.2.8 Reporting the Results When reporting the indings, include the table 

that shows the actual reported frequencies, including all marginal frequencies. In 

addition, report the p-value and its relationship to the critical value.

For this example, Table 8.15 would be reported. The obtained signiicance, 

p = 0.067, was greater than the critical value, α = 0.05. Therefore, we did not reject 

the null hypothesis, suggesting that there was no difference between men and women 

on the attitude survey that measures feelings about the program that teaches care for 

patients.

8.5.3 Performing the Fisher Exact Test Using SPSS

As noted earlier, SPSS performs a Fisher exact test instead of a χ2-test for indepen-

dence if the contingency table’s size is 2 × 2 and at least one expected cell count is 

less than 5. In other words, to perform a Fisher exact test, use the same method you 

used for a χ2-test for independence.

SPSS Outputs 8.3a and 8.3b provide the SPSS output for the sample Fisher 

exact test computed earlier. Note that all four expected counts were less than 5. In 

addition, the one-sided signiicance is p = 0.067.

SPSS Output 8.3c provides the effect size for the association. Since the asso-

ciation was not statistically signiicant (p > α), the effect size (φ = 0.633) was not 

of interest to this study.
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8.6 EXAMPLES FROM THE LITERATURE

Listed are varied examples of the nonparametric procedures described in this chapter. 

We have summarized each study’s research problem and researchers’ rationale(s) 

for choosing a nonparametric approach. We encourage you to obtain these studies 

if you are interested in their results.

Duffy and Sedlacek (2007) examined the surveys of 3570 1st-year college 

students regarding the factors they deemed most important to their long-term career 

choice. χ2 analyses were used to assess work value differences (social, extrinsic, 

prestige, and intrinsic) in gender, parental income, race, and educational aspirations. 

The researchers used χ2-tests for independence since these data were frequencies of 

nominal items.

SPSS OUTPUT 8.3A

SPSS OUTPUT 8.3B

SPSS OUTPUT 8.3C
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Ferrari et al. (2006) studied the effects of leadership experience in an academic 

honor society on later employment and education. Drawing from honor society 

alumni, the researchers compared leaders with nonleaders on various aspects of their 

graduate education or employment. Since most data were frequencies of nominal 

items, the researchers used χ2-test for independence.

Helsen et al. (2006) analyzed the correctness of assistant referees’ offside 

judgments during the inal round of the FIFA 2002 World Cup. Speciically, they 

use digital video technology to examine situations involving the viewing angle and 

special position of a moving object. They used a χ2 goodness-of-it test to determine 

if the ratio of correct to incorrect decisions and the total number of offside decisions 

were uniformly distributed throughout six 15-min intervals. They also used a χ2 

goodness-of-it test to determine if lag errors versus nonlag errors led to a judgment 

bias.

Shorten et al. (2005) analyzed a survey of 34 academic libraries in the United 

States and Canada that use the Dewey decimal classiication (DDC). They wished 

to determine why these libraries continue using DDC and if they have considered 

reclassiication. Some of the survey questions asked participants to respond to a 

reason by selecting “more important,” “less important,” or “not a reason at all.” 

Responses were analyzed with a χ2 goodness-of-it test to examine responses for 

consensus among libraries.

Rimm-Kaufman and Zhang (2005) studied the communication between fathers 

of “at-risk” children with their preschool and kindergarten schools. Speciically, they 

examined frequency, characteristics, and predictors of communication based on 

family sociodemographic characteristics. When analyzing frequencies, they used 

χ2-tests. However, when cells contained frequencies of zero, they used a Fisher exact 

test.

Enander et al. (2007) investigated a newly employed inspection method 

for self-certiication of environmental and health qualities in automotive reinish-

ing facilities. They focused on occupational health and safety, air pollution 

control, hazardous waste management, and wastewater discharge. A Fisher exact 

test was used to analyze 2  ×  2 tables with relatively small observed cell 

frequencies.

To examine the clinical problems of sexual abuse, Mansell et al. (1998) com-

pared children with developmental disabilities to children without developmental 

disabilities. Categorical data were analyzed with χ2-tests of independence; however, 

the Yates’ continuity corrections were used when cell counts exhibited less than the 

minimum expected count needed for the χ2-test.

8.7 SUMMARY

Nominal, or categorical, data sometimes need analyses. In such cases, you may be 

seeking to determine if the data statistically match some known or expected set of 

frequencies. Or, you may wish to determine if two or more categories are statistically 

independent. In either case, nominal data can be analyzed with a nonparametric 

procedure.
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In this chapter, we presented three procedures for examining nominal data: 

chi-square (χ2) goodness of it, χ2-test for independence, and the Fisher exact 

test. We also explained how to perform the procedures using SPSS. Finally, we 

offered varied examples of these nonparametric statistics from the literature. In 

the next chapter, we will describe how to determine if a series of events occurred 

randomly.

8.8 PRACTICE QUESTIONS

1. A police department wishes to compare the average number of monthly robberies 

at four locations in their town. Use equal categories in order to identify one or 

more concentrations of robberies. The data are presented in Table 8.17.

Use a χ2 goodness-of-it test with α =  0.05 to determine if the robberies are 

concentrated in one or more of the locations. Report your indings.

TABLE 8.17

Average monthly robberies

Location 1 15

Location 2 10

Location 3 19

Location 4 16

TABLE 8.18

Race

Frequency of race from 

the researcher’s 

randomly drawn sample

Racial percentage of U.S. 

school children based on 

the 2001 U.S. Census (%)

White 57 72

Black 21 20

Asian, Hispanic, or Paciic Islander 14 8

2. The χ2 goodness-of-it test serves as a useful tool to ensure that statistical samples 

approximately match the desired stratiication proportions of the population from 

which they are drawn.

A researcher wishes to determine if her randomly drawn sample matches 

the racial stratiication of school age children. She used the most recent U.S. 

Census data, which was from 2001. The racial composition of her sample and 

the 2001 U.S. Census proportions are displayed in Table 8.18.

Use a χ2 goodness-of-it test with α = 0.05 to determine if the researcher’s 

sample matches the proportions reported by the U.S. Census. Report your 

indings.
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3. A researcher wishes to determine if there is an association between the level of 

a teacher’s education and his/her job satisfaction. He surveyed 158 teachers. The 

frequencies of the corresponding results are displayed in Table 8.19.

TABLE 8.19

Teacher education level (observed)

Row totalsBachelor’s degree Master’s degree Post-Master’s degree

Satisied 60 41 19 120

Unsatisied 10 13 15 38

Column totals 70 54 34 158

First, use a χ2-test for independence with α = 0.05 to determine if there is an 

association between level of education and job satisfaction. Then, determine the 

effect size for the association. Report your indings.

4. A professor gave her class a 10-item survey to determine the students’ satis-

faction with the course. Survey question responses were measured using a 

ive-point Likert scale. The survey had a score range from +20 to −20. Table 

8.20 shows the scores of the students in a class of 13 students who rated the 

professor.

TABLE 8.20

Participant Gender Score Satisfaction

1 Male +12 +

2 Male +6 +

3 Male −5 −

4 Male −10 −

5 Male +17 +

6 Male +4 +

7 Female −2 −

8 Female −13 −

9 Female +10 +

10 Female −8 −

11 Female −11 −

12 Female −4 −

13 Female −14 −

Use a Fisher exact test with α =  0.05 to determine if there is an association 

between gender and course satisfaction of the professor’s class. Then, determine 

the effect size for the association. Report your indings.
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According to the data, the results from the χ2 goodness-of-it test were not sig-

niicant (χ( ) .3

2 2 800= , p >  0.05). Therefore, no particular location displayed a 

signiicantly higher or lower number of robberies.

2. The results from the analysis are displayed in SPSS Outputs 8.5a and 8.5b.

SPSS OUTPUT 8.4A

SPSS OUTPUT 8.4B

SPSS OUTPUT 8.5A

8.9 SOLUTIONS TO PRACTICE QUESTIONS

1. The results from the analysis are displayed in SPSS Outputs 8.4a and 8.4b.

According to the data, the results from the χ2 goodness-of-it test were signiicant 

(χ( ) .2

2
7 647= , p <  0.05). Therefore, the sample’s racial stratiication approxi-

mately matches the U.S. Census racial composition of school aged children in 

2001.
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SPSS OUTPUT 8.5B

SPSS OUTPUT 8.6A

SPSS OUTPUT 8.6B

3. The results from the analysis are displayed in SPSS Outputs 8.6a–8.6c.

SPSS OUTPUT 8.6C
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SPSS OUTPUT 8.7A

SPSS OUTPUT 8.7B

As seen in SPSS Output 8.6a, none of the cells had an expected count of 

less than 5. Therefore, the χ2-test was indeed an appropriate analysis. Concerning 

effect size, the size of the contingency table was larger than 2 × 2. Therefore, a 

Cramer’s V was appropriate.

According to the data, the results from the χ2-test for independence were 

signiicant (χ( ) .2

2
11 150= , p < 0.05). Therefore, the analysis provides evidence 

that teacher education level differentiates between individuals based on job sat-

isfaction. In addition, the effect size (V =  0.266) indicated a medium level of 

association between the variables.

4. The results from the analysis are displayed in SPSS Outputs 8.7a–8.7c.

SPSS OUTPUT 8.7C
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As seen in SPSS Output 8.7a, all of the cells had an expected count of less 

than 5. Therefore, the Fisher exact test was an appropriate analysis. Concerning 

effect size, the size of the contingency table was 2 ×  2. Therefore, a phi (φ) 

coeficient was appropriate.

According to the data, the results from the Fisher exact test were not sig-

niicant (p = 0.086) based on α = 0.05. Therefore, the analysis provides evidence 

that no association exists between gender and course satisfaction of the profes-

sor’s class. In addition, the effect size (φ = 0.537) was not of interest to this study 

due to the lack of signiicant association between variables.
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CHAPTER 9

TEST FOR RANDOMNESS: 

THE RUNS TEST

9.1 OBJECTIVES

In this chapter, you will learn the following items:

• How to use a runs test to analyze a series of events for randomness.

• How to perform a runs test using SPSS®.

9.2 INTRODUCTION

Every investor wishes he or she could predict the behavior of a stock’s performance. 

Is there a pattern to a stock’s gain/loss cycle or are the events random? One could 

make a defensible argument to that question with an analysis of randomness.

The runs test (sometimes called a Wald–Wolfowitz runs test) is a statistical 

procedure for examining a series of events for randomness. This nonparametric test 

has no parametric equivalent. In this chapter, we will describe how to perform and 

interpret a runs test for both small samples and large samples. We will also explain 

how to perform the procedure using SPSS. Finally, we offer varied examples of these 

nonparametric statistics from the literature.

9.3 THE RUNS TEST FOR RANDOMNESS

The runs test seeks to determine if a series of events occur randomly or are merely 

due to chance. To understand a run, consider a sequence represented by two symbols, 

A and B. One simple example might be several tosses of a coin where A = heads 

and B = tails. Another example might be whether an animal chooses to eat irst or 

drink irst. Use A = eat and B = drink.

The irst steps are to list the events in sequential order and count the number 

of runs. A run is a sequence of the same event written one or more times. For example, 

compare two event sequences. The irst sequence is written AAAAAABBBBBB.

210
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Then, separate the sequence into same groups as shown in Figure 9.1. There 

are two runs in this example, R =  2. This is a trend pattern in which events are 

clustered and it does not represent random behavior.

FIGURE 9.1

FIGURE 9.2

A run can also describe how a sequence of events occurs in relation to a custom 

value. Use two symbols, such as A and B, to deine whether an event exceeds or 

falls below the custom value. A simple example may reference the freezing point of 

water where A = temperatures above 0°C and B = temperatures below 0°C. In this 

example, simply list the events in order and determine the number of runs as 

described earlier.

After the number of runs is determined, it must be examined for signiicance. 

We may use a table of critical values (see Table B.10 in Appendix B). However, if 

the numbers of values in each sample, n1 or n2, exceed those available from the table, 

then a large sample approximation may be performed. For large samples, compute 

a z-score and use a table with the normal distribution (see Table B.1 in Appendix B) 

to obtain a critical region of z-scores. Formula 9.1, Fomula 9.2, Formula 9.3, Formula 

9.4, and Formula 9.5 are used to ind the z-score of a runs test for large samples:

 x
n n

n n
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+
+

2
1

1 2

1 2

 (9.1)

where xR is the mean value of runs, n1 is the number of times the irst event occurred, 

and n2 is the number of times the second event occurred;
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where sR is the standard deviation of runs;

 z
R h x

s

R

R

*=
+ −

 (9.3)

where z* is the z-score for a normal approximation of the data, R is the number of 

runs, and h is the correction for continuity, ±0.5, 

Consider a second event sequence written ABABABABABAB. Again, separate 

the events into same groups (see Fig. 9.2) to determine the number of runs. There 

are 12 runs in this example, R = 12. This is a cyclical pattern and does not represent 

random behavior either. As illustrated in the two examples earlier, too few or too 

many runs lack randomness.
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where

 h R n n n n=+ < + +0 5 2 11 2 1 2. ( ( ) )if /  (9.4)

and

 h R n n n n=− > + +0 5 2 11 2 1 2. ( ( ) )if /  (9.5)

9.3.1 Sample Runs Test (Small Data Samples)

The following study seeks to examine gender bias in science instruction. A male 

science teacher was observed during a typical class discussion. The observer noted 

the gender of the student that the teacher called on to answer a question. In the course 

of 15 min, the teacher called on 10 males and 10 females. The observer noticed that 

the science teacher called on equal numbers of males and females, but he wanted to 

examine the data for a pattern. To determine if the teacher used a random order to 

call on students with regard to gender, he used a runs test for randomness. Using M 

for male and F for female, the sequence of student recognition by the teacher is 

MFFMFMFMFFMFFFMMFMMM.

9.3.1.1 State the Null and Research Hypotheses The null hypothesis states 

that the sequence of events is random. The research hypothesis states that the 

sequence of events is not random.

The null hypothesis is

HO: The sequence in which the teacher calls on males and females is random.

The research hypothesis is

HA: The sequence in which the teacher calls on males and females is not random.

9.3.1.2 Set the Level of Risk (or the Level of Signiicance) Associated with 
the Null Hypothesis The level of risk, also called an alpha (α), is frequently set 

at 0.05. We will use α = 0.05 in our example. In other words, there is a 95% chance 

that any observed statistical difference will be real and not due to chance.

9.3.1.3 Choose the Appropriate Test Statistic The observer is examining 

the data for randomness. Therefore, he is using a runs test for randomness.

9.3.1.4 Compute the Test Statistic First, determine the number of runs, R. It 

is helpful to separate the events as shown in Figure 9.3. The number of runs in the 

sequence is R = 13.

FIGURE 9.3

9.3.1.5 Determine the Value Needed for Rejection of the Null Hypothesis 
Using the Appropriate Table of Critical Values for the Particular Statistic 
Since the sample sizes are small, we refer to Table B.10 in Appendix B, which lists the 
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critical values for the runs test. There were 10 males (n1) and 10 females (n2). The 

critical values are found on the table at the point for n1 = 10 and n2 = 10. We set 

α = 0.05. The critical region for the runs test is 6 < R < 16. If the number of runs, 

R, is 6 or less, or 16 or greater, we reject our null hypothesis.

9.3.1.6 Compare the Obtained Value with the Critical Value We found 

that R = 13. This value is within our critical region (6 < R < 16). Therefore, we do 

not reject the null hypothesis.

9.3.1.7 Interpret the Results We did not reject the null hypothesis, suggesting 

that the sequence of events is random. Therefore, we can state that the order in which 

the science teacher calls on males and females is random.

9.3.1.8 Reporting the Results The reporting of results for the runs test should 

include such information as the sample sizes for each group, the number of runs, 

and the p-value with respect to α.

For this example, the runs test indicated that the sequence was random (R = 13, 

n1 = 10, n2 = 10, p > 0.05). Therefore, the study provides evidence that the science 

teacher was demonstrating no gender bias.

9.3.2 Performing the Runs Test Using SPSS

We will analyze the data from the example earlier using SPSS.

9.3.2.1 Deine Your Variables First, click the “Variable View” tab at the 

bottom of your screen. Then, type the names of your variables in the “Name” 

column. As seen in Figure 9.4, we call our variable “gender.”

FIGURE 9.4

Next, we establish a grouping variable to differentiate between males and females. 

When establishing a grouping variable, it is often easiest to assign each group a 

whole number value. As shown in Figure 9.5, our groups are “male” and “female.” 

First, we select the “Values” column and click the gray square. Then, we set a value 

of 0 to represent “male” and a value of 2 to represent “female.” We use the “Add” 

button to move each of the value labels to the list. We did not choose the value of 

1 since we will use it in step 3 as a reference (custom value) to com pare the events. 

Once we inish, we click the “OK” button to return to the SPSS Variable View.
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FIGURE 9.5

FIGURE 9.6

9.3.2.2 Type in Your Values Click the “Data View” tab at the bottom of your 

screen (see Figure 9.6). Type the values into the column in the same order they 

occurred. Remember that we type 0 for “male” and 2 for “female.”

9.3.2.3 Analyze Your Data As shown in Figure 9.7, use the pull-down menus 

to choose “Analyze,” “Nonparametric Tests,” “Legacy Dialogs,” and “Runs. . . .”
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FIGURE 9.7

The runs test required a reference point to compare the events. As shown in 

Figure 9.8 under “Cut Point,” uncheck “Median” and check the box next to “Custom:.” 

Type a value in the box that is between the events’ assigned values. For our example, 

we used 0 and 2 for the events’ values, so type a custom value of 1. Next, select the 

FIGURE 9.8
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SPSS OUTPUT 9.1

FIGURE 9.9

variable and use the arrow button to place it with your data values in the box labeled 

“Test Variable List.” In our example, we choose the variable “gender.” Finally, click 

“OK” to perform the analysis.

9.3.2.4 Interpret the Results from the SPSS Output Window The runs 

test output table (see SPSS Output 9.1) returns the total number of observations 

(N =  20) and the number of runs (R =  13). SPSS also calculates the z-score 

(z* = 0.689) and the two-tailed signiicance (p = 0.491).

9.3.2.5 Determine the Observation Frequencies for Each Event In order 

to determine the number of observations for each event, an additional set of steps is 

required. As shown in Figure 9.9, use the pull-down menus to choose “Analyze,” 

“Descriptive Statistics,” and “Frequencies. . . .”

Next, use the arrow button to place the variable with your data values in the 

box labeled “Variable(s):” as shown in Figure 9.10. Like before, we choose the vari-

able “gender.” Finally, click “OK” to perform the analysis.

The second output table (see SPSS Output 9.2) displays the frequencies for 

each event. Based on the results from SPSS, the runs test indicated that the sequence 

was random (R = 13, n1 = 10, n2 = 10, p > 0.05). Therefore, the science teacher 

randomly chose between males and females when calling on students.
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FIGURE 9.10

SPSS OUTPUT 9.2

9.3.3 Sample Runs Test (Large Data Samples)

The previous study investigating gender bias was replicated. This time, however, a 

different male teacher was observed and the observation occurred over a longer 

period of time. As before, the observer noted the gender of the student that the 

teacher called on to answer a question. In the course of 30 min, the teacher called 

on 23 males and 14 females. We will once again examine the data for a pattern and 

use a runs test to examine student recognition with respect to gender. This time, 

however, we will use a large sample approximation since at least one sample size is 

large. Using M for male and F for female, the sequence of student recognition by 

the teacher is FFMMFFFMFFFMMFMMMMFMMMMMMFMFMMFMMMMMF.

9.3.3.1 State the Null and Research Hypotheses The null hypothesis states 

that the sequence of events is random. The research hypothesis states that the 

sequence of events is not random.

The null hypothesis is

HO: The sequence in which the teacher calls on males and females is random.

The research hypothesis is

HA: The sequence in which the teacher calls on males and females is not random.
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9.3.3.2 Set the Level of Risk (or the Level of Signiicance) Associated with 
the Null Hypothesis The level of risk, also called an alpha (α), is frequently set 

at 0.05. We will use α = 0.05 in our example. In other words, there is a 95% chance 

that any observed statistical difference will be real and not due to chance.

9.3.3.3 Choose the Appropriate Test Statistic The observer is examining 

the data for randomness. Therefore, he is using a runs test for randomness.

9.3.3.4 Compute the Test Statistic First, determine the number of runs, R. It 

is helpful to separate the events as shown in Figure 9.11. The number of runs in the 

sequence is R = 17.

FIGURE 9.11

Our number of values exceeds those available from our critical value table for 

the runs test (Table B.10 in Appendix B is limited to n1 ≤ 20 and n2 ≤ 20). Therefore, 

we will ind a z-score for our data using a normal approximation. First, we must ind 

the mean xR and the standard deviation sR for the data:
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Next, we calculate a z-score. We use the correction for continuity, mean, standard 

deviation, and number of runs (R = 17) to calculate a z-score. The only value that 

we still need is the correction for continuity h. Recall that h = +0.5 if R < (2n1n2/

(n1 + n2) + 1), and h = −0.5 if R > (2n1n2/(n1 + n2) + 1). In our example, 2n1n2/

(n1 +  n2) +  1 =  2(23)(14)/(23 +  14) +  1 =  18.4. Since 17 <  18.4, we choose 

h = +0.5.
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Now, we use our z-score formula with correction for continuity:
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9.3.3.5 Determine the Value Needed for Rejection of the Null Hypothesis 
Using the Appropriate Table of Critical Values for the Particular Statistic 
Table B.1 in Appendix B is used to establish the critical region of z-scores. For a 

two-tailed test with α = 0.05, we must not reject the null hypothesis if −1.96 ≤ 

z* ≤ 1.96.

9.3.3.6 Compare the Obtained Value with the Critical Value We ind that 

z* is within the critical region of the distribution, −1.96 ≤ −0.3196 ≤ 1.96. There-

fore, we do not reject the null hypothesis. This suggests that the order in which the 

science teacher calls on males and females is random.

9.3.3.7 Interpret the Results We did not reject the null hypothesis, suggesting 

that the sequence of events is random. Therefore, our data indicate that the order in 

which the science teacher calls on males and females is random.

9.3.3.8 Reporting the Results Based on our analysis, the runs test indicated 

that the sequence was random (R = 17, n1 = 23, n2 = 14, p > 0.05). Therefore, the 

study provides evidence that the science teacher was demonstrating no gender bias.

9.3.4 Sample Runs Test Referencing a Custom Value

The science teacher in the earlier example wishes to examine the pattern of an “at-

risk” student’s weekly quiz performance. A passing quiz score is 70. Sometimes the 

student failed and other times he passed. The teacher wished to determine if the 

student’s performance is random or not. Table 9.1 shows the student’s weekly quiz 

scores for a 12-week period.

TABLE 9.1

Week Student quiz scores

1 65

2 55

3 95

4 15

5 75

6 65

7 80

8 75

9 60

10 55

11 75

12 80
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9.3.4.1 State the Null and Research Hypotheses The null hypothesis states 

that the sequence of events is random. The research hypothesis states that the 

sequence of events is not random.

The null hypothesis is

HO: The sequence in which the student passes and fails a weekly science quiz 

is random.

The research hypothesis is

HA: The sequence in which the student passes and fails a weekly science quiz 

is not random.

9.3.4.2 Set the Level of Risk (or the Level of Signiicance) Associated with 
the Null Hypothesis The level of risk, also called an alpha (α), is frequently set 

at 0.05. We will use α = 0.05 in our example. In other words, there is a 95% chance 

that any observed statistical difference will be real and not due to chance.

9.3.4.3 Choose the Appropriate Test Statistic The observer is examining 

the data for randomness. Therefore, he is using a runs test for randomness.

9.3.4.4 Compute the Test Statistic The custom value is 69.9 since a passing 

quiz score is 70. We must identify which quiz scores fall above the custom score 

and which quiz scores fall below it. As shown in Table 9.2, we mark the quiz 

scores that fall above the custom score with + and the quiz scores that fall below 

with −.

Then, we count the number of runs, R. The number of runs in the sequence 

earlier is R = 8.

TABLE 9.2

Week Student quiz scores Relation to custom score

1 65 −

2 55 −

3 95 +

4 15 −

5 75 +

6 65 −

7 80 +

8 75 +

9 60 −

10 55 −

11 70 +

12 80 +
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9.3.4.5 Determine the Value Needed for Rejection of the Null Hypothesis 
Using the Appropriate Table of Critical Values for the Particular Statistic 
Since the sample sizes are small, we refer to Table B.10 in Appendix B, which lists 

the critical values for the runs test. The critical values are found on the table at the 

point for n1 = 6 and n2 = 6. We set α = 0.05. The critical region for the runs test 

is 3 < R < 11. If the number of runs, R, is 3 or less, or 11 or greater, we reject our 

null hypothesis.

9.3.4.6 Compare the Obtained Value with the Critical Value We found 

that R = 8. This value is within our critical region (3 < R < 11). Therefore, we must 

not reject the null hypothesis.

9.3.4.7 Interpret the Results We did not reject the null hypothesis, suggesting 

that the sequence of events is random. Therefore, we can state that based on a passing 

score of 70, the student’s weekly science quiz performance is random.

9.3.4.8 Reporting the Results For this example, the runs test indicated that 

the sequence was random (R = 8, n1 = 6, n2 = 6, p > 0.05). Therefore, the evidence 

suggests that the pattern of the student’s weekly science quiz performance is random 

in terms of achieving a passing score of 70.

9.3.5 Performing the Runs Test for a Custom Value Using SPSS

We will analyze the data from the earlier example using SPSS.

9.3.5.1 Deine Your Variables First, click the “Variable View” tab at the 

bottom of your screen. As shown in Figure 9.12, type the names of your variables 

in the “Name” column. We call our variable “Quiz.”

FIGURE 9.12

9.3.5.2 Type in Your Values Click the “Data View” tab at the bottom of your 

screen, as shown in Figure 9.13. Type the values into the column in the same order 

they occurred.
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FIGURE 9.13

FIGURE 9.14

9.3.5.3 Analyze Your Data As shown in Figure 9.14, use the pull-down menus 

to choose “Analyze,” “Nonparametric Tests,” “Legacy Dialogs,” and “Runs. . . .”
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As shown in Figure 9.15 under “Cut Point,” uncheck “Median” and check the 

box next to “Custom:.” Type the custom value in the box. For our example, we use 

a custom value of 69.9. Next, use the arrow button to place the variable with your 

data values in the box labeled “Test Variable List.” In our example, we choose the 

variable “Quiz.” Finally, click the “OK” button to perform the analysis.

FIGURE 9.15

SPSS OUTPUT 9.3

9.3.5.4 Interpret the Results from the SPSS Output Window The runs 

test output table (see SPSS Output 9.3) returns the custom test value (69.9), the total 

number of observations (N = 12), and the number of runs (R = 8). SPSS also cal-

culates the z-score (z* = 0.303) and the two-tailed signiicance (p = 0.762).

9.3.5.5 Determine the Observation Frequencies for Each Event In order 

to determine the number of observations for each event, an additional set of steps is 

required.

As shown in Figure 9.16, use the pull-down menus to choose “Analyze,” 

“Descriptive Statistics,” and “Frequencies. . . .”
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Next, use the arrow button to place the variable with your data values in the 

box labeled “Variable(s):,” as shown in Figure 9.17. The variable test is called 

“Quiz.” Finally, click “OK” to perform the analysis.

The second output table (see SPSS Output 9.4) displays the frequencies for 

each value. You must count the number of values above the custom value and the 

number values below it to determine the frequency for each event.

FIGURE 9.16

FIGURE 9.17

SPSS OUTPUT 9.4
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Based on the results from SPSS, the runs test indicated that the sequence was 

random (R = 8, n1 = 6, n2 = 6, p > 0.05). Therefore, the pattern of the student’s 

weekly science quiz performance is random in terms of achieving a passing score 

of 70.

9.4 EXAMPLES FROM THE LITERATURE

Listed are varied examples of the nonparametric procedures described in this chapter. 

We have summarized each study’s research problem and researchers’ rationale(s) 

for choosing a nonparametric approach. We encourage you to obtain these studies 

if you are interested in their results.

Dorsey-Palmateer and Smith (2004) called into question a classical statistics 

experiment that debunked a commonly held belief that basketball players’ shooting 

accuracy is based on the performance immediately preceding a given shot. The 

authors explored this notion of hot hands among professional bowlers. They exam-

ined a series of rolls and differentiate between strikes and nonstrikes. They used a 

runs test to analyze the sequence of bowlers’ performance for randomness.

Vergin (2000) explored the presence of momentum among Major League 

Baseball (MLB) teams and National Basketball Association (NBA) teams. He 

described momentum as the tendency for a winning team to continue to win and a 

losing team to continue to lose. Therefore, he used a Wald–Wolfowitz runs test to 

examine the winning and losing streaks of the 28 MLB teams in 1996 and of the 29 

NBA teams during the 1996–1997 and 1997–1998 seasons.

Pollay et al. (1992) investigated the possibility that cigarette companies seg-

regated and segmented advertising efforts toward black consumers. They used a runs 

test to compare the change in annual frequency of cigarette ads that appeared in Life 

Magazine versus Ebony.

9.5 SUMMARY

The runs test is a statistical procedure for examining a series of events for random-

ness. This nonparametric test has no parametric equivalent. In this chapter, we 

described how to perform and interpret a runs test for both small samples and large 

samples. We also explained how to perform the procedure using SPSS. Finally, we 

offered varied examples of these nonparametric statistics from the literature.

9.6 PRACTICE QUESTIONS

1. Represented in the data is the daily performance of a popular stock. Letter A 

represents a gain and letter B represents a loss. Use a runs test to analyze the 

stock’s performance for randomness. Set α = 0.05. Report the results.

BAABBAABBBBBAABAAAAB
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2. A machine on an automated assembly line produces a unique type of bolt. If the 

machine fails more than three times in an hour, the total production on the line 

is slowed down. The machine has often exceeded the number of acceptable fail-

ures for the last week. The machine is expensive and more cost-effective to repair, 

but the maintenance crew cannot ind the problem. The plant manager asks you 

to determine if the failure rates are random or if a pattern exists. Table 9.3 shows 

the number of failures per hour for a 24-h period.

TABLE 9.3

Hour Number of failures

1 6

2 4

3 2

4 2

5 7

6 5

7 7

8 9

9 2

10 0

11 0

12 0

13 7

14 6

15 5

16 9

17 1

18 0

19 1

20 8

21 5

22 9

23 4

24 5

Use a runs test with a custom value of 3.1 to analyze the acceptable/unacceptable 

failure rate for randomness. Set α = 0.05. Report the results.
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SPSS OUTPUT 9.5A

SPSS OUTPUT 9.5B

SPSS OUTPUT 9.6A

The sequence of the stock’s gains and losses was random (R =  9, n1 =  10, 

n2 = 10, p > 0.05).

2. The results from the analysis are displayed in SPSS Output 9.6a and SPSS Output 

9.6b.

9.7 SOLUTIONS TO PRACTICE QUESTIONS

1. The results from the analysis are displayed in SPSS Output 9.5a and SPSS Output 

9.5b.

The sequence of the machine’s acceptable/unacceptable failure rate was not 

random (R = 7, n1 = 9, n2 = 15, p < 0.05).
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SPSS OUTPUT 9.6B
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FIGURE A.1

A.1 INTRODUCTION

Statistical Package for Social Sciences, or SPSS®, is a powerful tool for performing 

statistical analyses. Once you learn some basics, you will be able to save hours  

of algebraic computations while producing meaningful results. This section of the 

appendices includes a very basic overview of SPSS. We recommend you also run 

the tutorial when the program initially starts. The tutorial offers you a more detailed 

description of how to use the program.

A.2 OPENING SPSS

Begin by launching SPSS like any normal application. After SPSS begins, a window 

will appear, as seen in Figure A.1. Choose “Type in data” and click “OK.” From this 

screen, you can also view the SPSS tutorial or open a ile with existing data.

Nonparametric Statistics: A Step-by-Step Approach, Second Edition. Gregory W. Corder and 
Dale I. Foreman.
© 2014 John Wiley & Sons, Inc. Published 2014 by John Wiley & Sons, Inc.
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A.3 INPUTTING DATA

The SPSS Data Editor window is shown in Figure A.2a. This window will allow 

you to type in your data. Notice the “Data View” and the “Variable View” tabs at 

the bottom of the window. Before inputting values, we must setup our variables.

1. Select the “Variable View” tab located at the bottom of the SPSS Data 

Editor window to deine the characteristics of your variables.

2. Once you change the window to Variable View, as seen in Figure A.2b, type 

in the names for each variable in the “Names” ield. SPSS will not accept 

spaces at this step, so use underscores. For example, use “Test_A” instead 

of “Test A.”

3. In the “Width” ield, choose the maximum number of characters for each 

value.

FIGURE A.2a

FIGURE A.2b
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4. In the “Decimals” ield, choose the number of decimals for each value. For 

the “Score” variable, we have changed the width to three characters and 

the decimals to 0, as seen in Figure A.2c.

5. Use the “Label” ield to assign names to the variables. Those names will 

appear in the output report that SPSS returns after an analysis. In addition, 

the “Label” ield will allow you to use spaces, unlike the “Name” ield. 

Figure A.2d illustrates that “Teaching Method” will identify the “Method” 

variable in the SPSS output report.

FIGURE A.2c

FIGURE A.2d

6. Use the “Values” ield to assign a value to categorical data. As shown in 

Figure A.2e, clicking on the gray box in the right side of the column will 

cause a new window to appear, which allows you to input your settings. As 

seen in Figure A.2e, the “One-on-One” teaching method is assigned a value 

of 1 and the “Small Group” teaching method is assigned a value of 2.

7. The “Align” ield allows you to change the alignment of the values as they 

appear in the “Data view” tab.
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8. The “Measure” ield allows you to select the type of scale. In Figure A.2f, 

we are preparing to change the “Method” variable from a scale to a nominal 

measure.

9. Finally, click on the “Data view” tab at the bottom of the screen and manu-

ally type in your data values or paste them from a spreadsheet. Figure A.2g 

shows the values entered into the Data Editor.

FIGURE A.2f

FIGURE A.2g

FIGURE A.2e
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FIGURE A.3

A.4 ANALYZING DATA

Choose “Analyze” from the pull-down menus at the top of the Data Editor window 

and select the appropriate test. In Figure A.3, notice that “Nonparametric Tests” has 

been selected. This menu presents all of the tests discussed in this book.

If your menu choices look slightly different than Figure A.3, it may be that 

you are using the student version of SPSS. The student version is far more power-

ful than most people will ever need, and even though the igures in this book are 

from the full version of SPSS, we doubt that you will notice any difference.

A.5 THE SPSS OUTPUT

Once SPSS has performed an analysis, a new window will appear called the “SPSS 

Viewer,” as seen in Figure A.4. The window is separated into two panes. The left 

pane is called the outline pane and shows all of the information stored in the viewer. 

The pane to the right is called the contents pane and shows the actual output of the 

analysis.

You may wish to include any tables or graphs from the output pane in a report. 

You can select the objects in the contents pane and copy them onto a word process-

ing document. The small red arrow identiies the selected object.
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FIGURE A.4
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FIGURE B.1

Smaller

area
Larger

area

y

z-score

TABLE B.1 The Normal Distribution.

z-score Smaller area Larger area y

0.00 0.5000 0.5000 0.3989

0.01 0.4960 0.5040 0.3989

0.02 0.4920 0.5080 0.3989

0.03 0.4880 0.5120 0.3988

0.04 0.4840 0.5160 0.3986

0.05 0.4801 0.5199 0.3984

0.06 0.4761 0.5239 0.3982

0.07 0.4721 0.5279 0.3980

0.08 0.4681 0.5319 0.3977

0.09 0.4641 0.5359 0.3973

0.10 0.4602 0.5398 0.3970

0.11 0.4562 0.5438 0.3965

0.12 0.4522 0.5478 0.3961

0.13 0.4483 0.5517 0.3956

0.14 0.4443 0.5557 0.3951

0.15 0.4404 0.5596 0.3945

(Continued)

Nonparametric Statistics: A Step-by-Step Approach, Second Edition. Gregory W. Corder and 
Dale I. Foreman.
© 2014 John Wiley & Sons, Inc. Published 2014 by John Wiley & Sons, Inc.



236 APPENDIX B CRITICAL VALUE TABLES

z-score Smaller area Larger area y

0.16 0.4364 0.5636 0.3939

0.17 0.4325 0.5675 0.3932

0.18 0.4286 0.5714 0.3925

0.19 0.4247 0.5753 0.3918

0.20 0.4207 0.5793 0.3910

0.21 0.4168 0.5832 0.3902

0.22 0.4129 0.5871 0.3894

0.23 0.4090 0.5910 0.3885

0.24 0.4052 0.5948 0.3876

0.25 0.4013 0.5987 0.3867

0.26 0.3974 0.6026 0.3857

0.27 0.3936 0.6064 0.3847

0.28 0.3897 0.6103 0.3836

0.29 0.3859 0.6141 0.3825

0.30 0.3821 0.6179 0.3814

0.31 0.3783 0.6217 0.3802

0.32 0.3745 0.6255 0.3790

0.33 0.3707 0.6293 0.3778

0.34 0.3669 0.6331 0.3765

0.35 0.3632 0.6368 0.3752

0.36 0.3594 0.6406 0.3739

0.37 0.3557 0.6443 0.3725

0.38 0.3520 0.6480 0.3712

0.39 0.3483 0.6517 0.3697

0.40 0.3446 0.6554 0.3683

0.41 0.3409 0.6591 0.3668

0.42 0.3372 0.6628 0.3653

0.43 0.3336 0.6664 0.3637

0.44 0.3300 0.6700 0.3621

0.45 0.3264 0.6736 0.3605

0.46 0.3228 0.6772 0.3589

0.47 0.3192 0.6808 0.3572

0.48 0.3156 0.6844 0.3555

0.49 0.3121 0.6879 0.3538

0.50 0.3085 0.6915 0.3521

0.51 0.3050 0.6950 0.3503

0.52 0.3015 0.6985 0.3485

0.53 0.2981 0.7019 0.3467

0.54 0.2946 0.7054 0.3448

0.55 0.2912 0.7088 0.3429

0.56 0.2877 0.7123 0.3410

0.57 0.2843 0.7157 0.3391

0.58 0.2810 0.7190 0.3372

TABLE B.1 (Continued)
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TABLE B.1 (Continued)

z-score Smaller area Larger area y

0.59 0.2776 0.7224 0.3352

0.60 0.2743 0.7257 0.3332

0.61 0.2709 0.7291 0.3312

0.62 0.2676 0.7324 0.3292

0.63 0.2643 0.7357 0.3271

0.64 0.2611 0.7389 0.3251

0.65 0.2578 0.7422 0.3230

0.66 0.2546 0.7454 0.3209

0.67 0.2514 0.7486 0.3187

0.68 0.2483 0.7517 0.3166

0.69 0.2451 0.7549 0.3144

0.70 0.2420 0.7580 0.3123

0.71 0.2389 0.7611 0.3101

0.72 0.2358 0.7642 0.3079

0.73 0.2327 0.7673 0.3056

0.74 0.2296 0.7704 0.3034

0.75 0.2266 0.7734 0.3011

0.76 0.2236 0.7764 0.2989

0.77 0.2206 0.7794 0.2966

0.78 0.2177 0.7823 0.2943

0.79 0.2148 0.7852 0.2920

0.80 0.2119 0.7881 0.2897

0.81 0.2090 0.7910 0.2874

0.82 0.2061 0.7939 0.2850

0.83 0.2033 0.7967 0.2827

0.84 0.2005 0.7995 0.2803

0.85 0.1977 0.8023 0.2780

0.86 0.1949 0.8051 0.2756

0.87 0.1922 0.8078 0.2732

0.88 0.1894 0.8106 0.2709

0.89 0.1867 0.8133 0.2685

0.90 0.1841 0.8159 0.2661

0.91 0.1814 0.8186 0.2637

0.92 0.1788 0.8212 0.2613

0.93 0.1762 0.8238 0.2589

0.94 0.1736 0.8264 0.2565

0.95 0.1711 0.8289 0.2541

0.96 0.1685 0.8315 0.2516

0.97 0.1660 0.8340 0.2492

0.98 0.1635 0.8365 0.2468

0.99 0.1611 0.8389 0.2444

1.00 0.1587 0.8413 0.2420

(Continued)
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z-score Smaller area Larger area y

1.01 0.1562 0.8438 0.2396

1.02 0.1539 0.8461 0.2371

1.03 0.1515 0.8485 0.2347

1.04 0.1492 0.8508 0.2323

1.05 0.1469 0.8531 0.2299

1.06 0.1446 0.8554 0.2275

1.07 0.1423 0.8577 0.2251

1.08 0.1401 0.8599 0.2227

1.09 0.1379 0.8621 0.2203

1.10 0.1357 0.8643 0.2179

1.11 0.1335 0.8665 0.2155

1.12 0.1314 0.8686 0.2131

1.13 0.1292 0.8708 0.2107

1.14 0.1271 0.8729 0.2083

1.15 0.1251 0.8749 0.2059

1.16 0.1230 0.8770 0.2036

1.17 0.1210 0.8790 0.2012

1.18 0.1190 0.8810 0.1989

1.19 0.1170 0.8830 0.1965

1.20 0.1151 0.8849 0.1942

1.21 0.1131 0.8869 0.1919

1.22 0.1112 0.8888 0.1895

1.23 0.1093 0.8907 0.1872

1.24 0.1075 0.8925 0.1849

1.25 0.1056 0.8944 0.1826

1.26 0.1038 0.8962 0.1804

1.27 0.1020 0.8980 0.1781

1.28 0.1003 0.8997 0.1758

1.29 0.0985 0.9015 0.1736

1.30 0.0968 0.9032 0.1714

1.31 0.0951 0.9049 0.1691

1.32 0.0934 0.9066 0.1669

1.33 0.0918 0.9082 0.1647

1.34 0.0901 0.9099 0.1626

1.35 0.0885 0.9115 0.1604

1.36 0.0869 0.9131 0.1582

1.37 0.0853 0.9147 0.1561

1.38 0.0838 0.9162 0.1539

1.39 0.0823 0.9177 0.1518

1.40 0.0808 0.9192 0.1497

1.41 0.0793 0.9207 0.1476

1.42 0.0778 0.9222 0.1456

1.43 0.0764 0.9236 0.1435

TABLE B.1 (Continued)
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TABLE B.1 (Continued)

z-score Smaller area Larger area y

1.44 0.0749 0.9251 0.1415

1.45 0.0735 0.9265 0.1394

1.46 0.0721 0.9279 0.1374

1.47 0.0708 0.9292 0.1354

1.48 0.0694 0.9306 0.1334

1.49 0.0681 0.9319 0.1315

1.50 0.0668 0.9332 0.1295

1.51 0.0655 0.9345 0.1276

1.52 0.0643 0.9357 0.1257

1.53 0.0630 0.9370 0.1238

1.54 0.0618 0.9382 0.1219

1.55 0.0606 0.9394 0.1200

1.56 0.0594 0.9406 0.1182

1.57 0.0582 0.9418 0.1163

1.58 0.0571 0.9429 0.1145

1.59 0.0559 0.9441 0.1127

1.60 0.0548 0.9452 0.1109

1.61 0.0537 0.9463 0.1092

1.62 0.0526 0.9474 0.1074

1.63 0.0516 0.9484 0.1057

1.64 0.0505 0.9495 0.1040

1.65 0.0495 0.9505 0.1023

1.66 0.0485 0.9515 0.1006

1.67 0.0475 0.9525 0.0989

1.68 0.0465 0.9535 0.0973

1.69 0.0455 0.9545 0.0957

1.70 0.0446 0.9554 0.0940

1.71 0.0436 0.9564 0.0925

1.72 0.0427 0.9573 0.0909

1.73 0.0418 0.9582 0.0893

1.74 0.0409 0.9591 0.0878

1.75 0.0401 0.9599 0.0863

1.76 0.0392 0.9608 0.0848

1.77 0.0384 0.9616 0.0833

1.78 0.0375 0.9625 0.0818

1.79 0.0367 0.9633 0.0804

1.80 0.0359 0.9641 0.0790

1.81 0.0351 0.9649 0.0775

1.82 0.0344 0.9656 0.0761

1.83 0.0336 0.9664 0.0748

1.84 0.0329 0.9671 0.0734

1.85 0.0322 0.9678 0.0721

(Continued)
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z-score Smaller area Larger area y

1.86 0.0314 0.9686 0.0707

1.87 0.0307 0.9693 0.0694

1.88 0.0301 0.9699 0.0681

1.89 0.0294 0.9706 0.0669

1.90 0.0287 0.9713 0.0656

1.91 0.0281 0.9719 0.0644

1.92 0.0274 0.9726 0.0632

1.93 0.0268 0.9732 0.0620

1.94 0.0262 0.9738 0.0608

1.95 0.0256 0.9744 0.0596

1.96 0.0250 0.9750 0.0584

1.97 0.0244 0.9756 0.0573

1.98 0.0239 0.9761 0.0562

1.99 0.0233 0.9767 0.0551

2.00 0.0228 0.9772 0.0540

2.01 0.0222 0.9778 0.0529

2.02 0.0217 0.9783 0.0519

2.03 0.0212 0.9788 0.0508

2.04 0.0207 0.9793 0.0498

2.05 0.0202 0.9798 0.0488

2.06 0.0197 0.9803 0.0478

2.07 0.0192 0.9808 0.0468

2.08 0.0188 0.9812 0.0459

2.09 0.0183 0.9817 0.0449

2.10 0.0179 0.9821 0.0440

2.11 0.0174 0.9826 0.0431

2.12 0.0170 0.9830 0.0422

2.13 0.0166 0.9834 0.0413

2.14 0.0162 0.9838 0.0404

2.15 0.0158 0.9842 0.0396

2.16 0.0154 0.9846 0.0387

2.17 0.0150 0.9850 0.0379

2.18 0.0146 0.9854 0.0371

2.19 0.0143 0.9857 0.0363

2.20 0.0139 0.9861 0.0355

2.21 0.0136 0.9864 0.0347

2.22 0.0132 0.9868 0.0339

2.23 0.0129 0.9871 0.0332

2.24 0.0125 0.9875 0.0325

2.25 0.0122 0.9878 0.0317

2.26 0.0119 0.9881 0.0310

2.27 0.0116 0.9884 0.0303

2.28 0.0113 0.9887 0.0297

TABLE B.1 (Continued)
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TABLE B.1 (Continued)

z-score Smaller area Larger area y

2.29 0.0110 0.9890 0.0290

2.30 0.0107 0.9893 0.0283

2.31 0.0104 0.9896 0.0277

2.32 0.0102 0.9898 0.0270

2.33 0.0099 0.9901 0.0264

2.34 0.0096 0.9904 0.0258

2.35 0.0094 0.9906 0.0252

2.36 0.0091 0.9909 0.0246

2.37 0.0089 0.9911 0.0241

2.38 0.0087 0.9913 0.0235

2.39 0.0084 0.9916 0.0229

2.40 0.0082 0.9918 0.0224

2.41 0.0080 0.9920 0.0219

2.42 0.0078 0.9922 0.0213

2.43 0.0075 0.9925 0.0208

2.44 0.0073 0.9927 0.0203

2.45 0.0071 0.9929 0.0198

2.46 0.0069 0.9931 0.0194

2.47 0.0068 0.9932 0.0189

2.48 0.0066 0.9934 0.0184

2.49 0.0064 0.9936 0.0180

2.50 0.0062 0.9938 0.0175

2.51 0.0060 0.9940 0.0171

2.52 0.0059 0.9941 0.0167

2.53 0.0057 0.9943 0.0163

2.54 0.0055 0.9945 0.0158

2.55 0.0054 0.9946 0.0154

2.56 0.0052 0.9948 0.0151

2.57 0.0051 0.9949 0.0147

2.58 0.0049 0.9951 0.0143

2.59 0.0048 0.9952 0.0139

2.60 0.0047 0.9953 0.0136

2.61 0.0045 0.9955 0.0132

2.62 0.0044 0.9956 0.0129

2.63 0.0043 0.9957 0.0126

2.64 0.0041 0.9959 0.0122

2.65 0.0040 0.9960 0.0119

2.66 0.0039 0.9961 0.0116

2.67 0.0038 0.9962 0.0113

2.68 0.0037 0.9963 0.0110

2.69 0.0036 0.9964 0.0107

2.70 0.0035 0.9965 0.0104

(Continued)
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z-score Smaller area Larger area y

2.71 0.0034 0.9966 0.0101

2.72 0.0033 0.9967 0.0099

2.73 0.0032 0.9968 0.0096

2.74 0.0031 0.9969 0.0093

2.75 0.0030 0.9970 0.0091

2.76 0.0029 0.9971 0.0088

2.77 0.0028 0.9972 0.0086

2.78 0.0027 0.9973 0.0084

2.79 0.0026 0.9974 0.0081

2.80 0.0026 0.9974 0.0079

2.81 0.0025 0.9975 0.0077

2.82 0.0024 0.9976 0.0075

2.83 0.0023 0.9977 0.0073

2.84 0.0023 0.9977 0.0071

2.85 0.0022 0.9978 0.0069

2.86 0.0021 0.9979 0.0067

2.87 0.0021 0.9979 0.0065

2.88 0.0020 0.9980 0.0063

2.89 0.0019 0.9981 0.0061

2.90 0.0019 0.9981 0.0060

2.91 0.0018 0.9982 0.0058

2.92 0.0018 0.9982 0.0056

2.93 0.0017 0.9983 0.0055

2.94 0.0016 0.9984 0.0053

2.95 0.0016 0.9984 0.0051

2.96 0.0015 0.9985 0.0050

2.97 0.0015 0.9985 0.0048

2.98 0.0014 0.9986 0.0047

2.99 0.0014 0.9986 0.0046

3.00 0.0013 0.9987 0.0044

3.10 0.0010 0.9990 0.0033

3.20 0.0007 0.9993 0.0024

3.30 0.0005 0.9995 0.0017

3.50 0.0002 0.9998 0.0009

3.75 0.0001 0.9999 0.0004

4.00 0.0000 1.0000 0.0001

Source: Adapted by the authors from Hastings (1955).

TABLE B.1 (Continued)
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TABLE B.2 The χ2 Distribution.

df 0.99 0.975 0.95 0.9 0.1 0.05 0.025 0.01

1 0.00 0.00 0.00 0.02 2.71 3.84 5.02 6.63

2 0.02 0.05 0.10 0.21 4.61 5.99 7.38 9.21

3 0.11 0.22 0.35 0.58 6.25 7.81 9.35 11.34

4 0.30 0.48 0.71 1.06 7.78 9.49 11.14 13.28

5 0.55 0.83 1.15 1.61 9.24 11.07 12.83 15.09

6 0.87 1.24 1.64 2.20 10.64 12.59 14.45 16.81

7 1.24 1.69 2.17 2.83 12.02 14.07 16.01 18.48

8 1.65 2.18 2.73 3.49 13.36 15.51 17.53 20.09

9 2.09 2.70 3.33 4.17 14.68 16.92 19.02 21.67

10 2.56 3.25 3.94 4.87 15.99 18.31 20.48 23.21

11 3.05 3.82 4.57 5.58 17.28 19.68 21.92 24.73

12 3.57 4.40 5.23 6.30 18.55 21.03 23.34 26.22

13 4.11 5.01 5.89 7.04 19.81 22.36 24.74 27.69

14 4.66 5.63 6.57 7.79 21.06 23.68 26.12 29.14

15 5.23 6.26 7.26 8.55 22.31 25.00 27.49 30.58

16 5.81 6.91 7.96 9.31 23.54 26.30 28.85 32.00

17 6.41 7.56 8.67 10.09 24.77 27.59 30.19 33.41

18 7.01 8.23 9.39 10.86 25.99 28.87 31.53 34.81

19 7.63 8.91 10.12 11.65 27.20 30.14 32.85 36.19

20 8.26 9.59 10.85 12.44 28.41 31.41 34.17 37.57

21 8.90 10.28 11.59 13.24 29.62 32.67 35.48 38.93

22 9.54 10.98 12.34 14.04 30.81 33.92 36.78 40.29

23 10.20 11.69 13.09 14.85 32.01 35.17 38.08 41.64

24 10.86 12.40 13.85 15.66 33.20 36.42 39.36 42.98

25 11.52 13.12 14.61 16.47 34.38 37.65 40.65 44.31

26 12.20 13.84 15.38 17.29 35.56 38.89 41.92 45.64

27 12.88 14.57 16.15 18.11 36.74 40.11 43.19 46.96

28 13.56 15.31 16.93 18.94 37.92 41.34 44.46 48.28

29 14.26 16.05 17.71 19.77 39.09 42.56 45.72 49.59

30 14.95 16.79 18.49 20.60 40.26 43.77 46.98 50.89
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TABLE B.3 Critical Values for the Wilcoxon Signed Rank Test Statistics T.

n

αtwo-tailed ≤ 0.10

αone-tailed ≤ 0.05

αtwo-tailed ≤ 0.05

αone-tailed ≤ 0.025

αtwo-tailed ≤ 0.02

αone-tailed ≤ 0.01

αtwo-tailed ≤ 0.01

αone-tailed ≤ 0.005

5 0

6 2 0

7 3 2 0

8 5 3 1 0

9 8 5 3 1

10 10 8 5 3

11 13 10 7 5

12 17 13 9 7

13 21 17 12 9

14 25 21 15 12

15 30 25 19 15

16 35 29 23 19

17 41 34 27 23

18 47 40 32 27

19 53 46 37 32

20 60 52 43 37

21 67 58 49 42

22 75 65 55 48

23 83 73 62 54

24 91 81 69 61

25 100 89 76 68

26 110 98 84 75

27 119 107 92 83

28 130 116 101 91

29 140 126 110 100

30 151 137 120 109

Source: Adapted from McCornack, R. L. (1965). Extended tables of the Wilcoxon matched pair signed rank statistic. 

Journal of the American Statistical Association, 60, 864–871. Reprinted with permission from The Journal of the 

American Statistical Association. Copyright 1965 by the American Statistical Association. All rights reserved.



APPENDIX B CRITICAL VALUE TABLES 245

TABLE B.4 Critical Values for the Mann–Whitney U-Test Statistic.

α m

n

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

0.10 1

2

3 0 1

4 0 1 3

5 1 2 4 5

6 1 3 5 7 9

7 1 4 6 8 11 13

8 2 5 7 10 13 16 19

9 0 2 5 9 12 15 18 22 25

10 0 3 6 10 13 17 21 24 28 32

11 0 3 7 11 15 19 23 27 31 36 40

12 0 4 8 12 17 21 26 30 35 39 44 49

13 0 4 9 13 18 23 28 33 38 43 48 53 58

14 0 5 10 15 20 25 31 36 41 47 52 58 63 69

15 0 5 10 16 22 27 33 39 45 51 57 63 68 74 80

16 0 5 11 17 23 29 36 42 48 54 61 67 74 80 86 93

17 0 6 12 18 25 31 38 45 52 58 65 72 79 85 92 99 106

18 0 6 13 20 27 34 41 48 55 62 69 77 84 91 98 106 113 120

19 1 7 14 21 28 36 43 51 58 66 73 81 89 97 104 112 120 128 135

20 1 7 15 22 30 38 46 54 62 70 78 86 94 102 110 119 127 135 143 151

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

0.05 1

2

3 0

4 0 1

5 0 1 2 4

6 0 2 3 5 7

7 0 2 4 6 8 11

8 1 3 5 8 10 13 15

9 1 4 6 9 12 15 18 21

10 1 4 7 11 14 17 20 24 27

11 1 5 8 12 16 19 23 27 31 34

12 2 5 9 13 17 21 26 30 34 38 42

13 2 6 10 15 19 24 28 33 37 42 47 51

14 3 7 11 16 21 26 31 36 41 46 51 56 61

15 3 7 12 18 23 28 33 39 44 50 55 61 66 72

16 3 8 14 19 25 30 36 42 48 54 60 65 71 77 83

17 3 9 15 20 26 33 39 45 51 57 64 70 77 83 89 96

18 4 9 16 22 28 35 41 48 55 61 68 75 82 88 95 102 109

19 0 4 10 17 23 30 37 44 51 58 65 72 80 87 94 101 109 116 123

20 0 4 11 18 25 32 39 47 54 62 69 77 84 92 100 107 115 123 130 138

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

(Continued)
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n

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

0.025 1

2

3

4 0

5 0 1 2

6 1 2 3 5

7 1 3 5 6 8

8 0 2 4 6 8 10 13

9 0 2 4 7 10 12 15 17

10 0 3 5 8 11 14 17 20 23

11 0 3 6 9 13 16 19 23 26 30

12 1 4 7 11 14 18 22 26 29 33 37

13 1 4 8 12 16 20 24 28 33 37 41 45

14 1 5 9 13 17 22 26 31 36 40 45 50 55

15 1 5 10 14 19 24 29 34 39 44 49 54 59 64

16 1 6 11 15 21 26 31 37 42 47 53 59 64 70 75

17 2 6 11 17 22 28 34 39 45 51 57 63 69 75 81 87

18 2 7 12 18 24 30 36 42 48 55 61 67 74 80 86 93 99

19 2 7 13 19 25 32 38 45 52 58 65 72 78 85 92 99 106 113

20 2 8 14 20 27 34 41 48 55 62 69 76 83 90 98 105 112 119 127

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

0.01 1

2

3

4

5 0 1

6 1 2 3

7 0 1 3 4 6

8 0 2 4 6 7 9

9 1 3 5 7 9 11 14

10 1 3 6 8 11 13 16 19

11 1 4 7 9 12 15 18 22 25

12 2 5 8 11 14 17 21 24 28 31

13 0 2 5 9 12 16 20 23 27 31 35 39

14 0 2 6 10 13 17 22 26 30 34 38 43 47

15 0 3 7 11 15 19 24 28 33 37 42 47 51 56

16 0 3 7 12 16 21 26 31 36 41 46 51 56 61 66

17 0 4 8 13 18 23 28 33 38 44 49 55 60 66 71 77

18 0 4 9 14 19 24 30 36 41 47 53 59 65 70 76 82 88

19 1 4 9 15 20 26 32 38 44 50 56 63 69 75 82 88 94 101

20 1 5 10 16 22 28 34 40 47 53 60 67 73 80 87 93 100 107 114

Source: Adapted from Milton, R. C. (1964). An extended table of critical values for the Mann-Whitney (Wilcoxon) 

two-sample statistic. Journal of the American Statistical Association, 59, 925–934. Reprinted with permission from 

The Journal of the American Statistical Association. Copyright 1964 by the American Statistical Association. All 

rights reserved.

TABLE B.4 (Continued)
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TABLE B.5 Critical Values for the Friedman Test Statistic Fr.

k N α ≤ 0.10 α ≤ 0.05 α ≤ 0.025 α ≤ 0.01

3 3 6.000 6.000

4 6.000 6.500 8.000 8.000

5 5.200 6.400 7.600 8.400

6 5.333 7.000 8.333 9.000

7 5.429 7.143 7.714 8.857

8 5.250 6.250 7.750 9.000

9 5.556 6.222 8.000 8.667

10 5.000 6.200 7.800 9.600

11 4.909 6.545 7.818 9.455

12 5.167 6.500 8.000 9.500

13 4.769 6.000 7.538 9.385

14 5.143 6.143 7.429 9.000

15 4.933 6.400 7.600 8.933

4 2 6.000 6.000

3 6.600 7.400 8.200 9.000

4 6.300 7.800 8.400 9.600

5 6.360 7.800 8.760 9.960

6 6.400 7.600 8.800 10.200

7 6.429 7.800 9.000 10.371

8 6.300 7.650 9.000 10.500

9 6.467 7.800 9.133 10.867

10 6.360 7.800 9.120 10.800

11 6.382 7.909 9.327 11.073

12 6.400 7.900 9.200 11.100

13 6.415 7.985 7.369 11.123

14 6.343 7.886 9.343 11.143

15 6.440 8.040 9.400 11.240

5 2 7.200 7.600 8.000 8.000

3 7.467 8.533 9.600 10.133

4 7.600 8.800 9.800 11.200

5 7.680 8.960 10.240 11.680

6 7.733 9.067 10.400 11.867

7 7.771 9.143 10.514 12.114

8 7.800 9.300 10.600 12.300

9 7.733 9.244 10.667 12.444

10 7.760 9.280 10.720 12.480

6 2 8.286 9.143 9.429 9.714

3 8.714 9.857 10.810 11.762

4 9.000 10.286 11.429 12.714

5 9.000 10.486 11.743 13.229

6 9.048 10.571 12.000 13.619

7 9.122 10.674 12.061 13.857

(Continued)
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k N α ≤ 0.10 α ≤ 0.05 α ≤ 0.025 α ≤ 0.01

8 9.143 10.714 12.214 14.000

9 9.127 10.778 12.302 14.143

10 9.143 10.800 12.343 14.229

Source: Adapted from Martin, L., Leblanc, R., & Toan, N. K. (1993). Tables for the Friedman rank test. The 

Canadian Journal of Statistics / La Revue Canadienne de Statistique, 21(1), 39–43. Reprinted with permission from 

The Canadian Journal of Statistics. Copyright 1993 by the Statistical Society of Canada. All rights reserved.

TABLE B.5 (Continued)

TABLE B.6 The Critical Values for the Kruskal–Wallis H-Test Statistic.

(The Critical Values for the Kruskal–Wallis H-Test Statistic, k = 3).

n1 n2 n3 α ≤ 0.10 α ≤ 0.05 α ≤ 0.01

2 2 2 4.571429 – –

3 1 1 – – –

3 2 1 4.285714 – –

3 2 2 4.464286 4.714286 –

3 3 1 4.571429 5.142857 –

3 3 2 4.555556 5.361111 –

3 3 3 4.622222 5.600000 6.488889

4 2 1 4.500000 – –

4 2 2 4.458333 5.333333 –

4 3 1 4.055556 5.208333 –

4 3 2 4.511111 5.444444 6.444444

4 3 3 4.700000 5.790909 6.745455

4 4 1 4.166667 4.966667 6.666667

4 4 2 4.554545 5.454545 7.036364

4 4 3 4.545455 5.598485 7.143939

4 4 4 4.653846 5.692308 7.653846

5 2 1 4.200000 5.000000 –

5 2 2 4.373333 5.160000 6.533333

5 3 1 4.017778 4.871111 –

5 3 2 4.650909 5.250909 6.821818

5 3 3 4.533333 5.648485 7.078788

5 4 1 3.987273 4.985455 6.954545

5 4 2 4.540909 5.272727 7.204545

5 4 3 4.548718 5.656410 7.444872

5 4 4 4.668132 5.657143 7.760440

5 5 1 4.109091 5.127273 7.309091

5 5 2 4.623077 5.338462 7.338462

5 5 3 4.545055 5.626374 7.578022

5 5 4 4.522857 5.665714 7.791429

5 5 5 4.560000 5.780000 8.000000
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(Continued)

TABLE B.6 (Continued)

(The Critical Values for the Kruskal–Wallis H-Test Statistic, k = 3).

n1 n2 n3 α ≤ 0.10 α ≤ 0.05 α ≤ 0.01

6 2 1 4.200000 4.822222 –

6 2 2 4.436364 5.345455 6.654545

6 3 1 3.909091 4.854545 6.581818

6 3 2 4.681818 5.348485 6.969697

6 3 3 4.538462 5.615385 7.192308

6 4 1 4.037879 4.946970 7.083333

6 4 2 4.493590 5.262821 7.339744

6 4 3 4.604396 5.604396 7.467033

6 4 4 4.523810 5.666667 7.795238

6 5 1 4.128205 4.989744 7.182051

6 5 2 4.595604 5.318681 7.375824

6 5 3 4.535238 5.601905 7.590476

6 5 4 4.522500 5.660833 7.935833

6 5 5 4.547059 5.698529 8.027941

6 6 1 4.000000 4.857143 7.065934

6 6 2 4.438095 5.409524 7.466667

6 6 3 4.558333 5.625000 7.725000

6 6 4 4.547794 5.724265 8.000000

6 6 5 4.542484 5.764706 8.118954

6 6 6 4.538012 5.719298 8.222222

7 1 1 4.266667 – –

7 2 1 4.200000 4.706494 –

7 2 2 4.525974 5.142857 7.000000

7 3 1 4.173160 4.952381 6.649351

7 3 2 4.582418 5.357143 6.838828

7 3 3 4.602826 5.620094 7.227630

7 4 1 4.120879 4.986264 6.986264

7 4 2 4.549451 5.375981 7.304553

7 4 3 4.527211 5.623129 7.498639

7 4 4 4.562500 5.650000 7.814286

7 5 1 4.035165 5.063736 7.060597

7 5 2 4.484898 5.392653 7.449796

7 5 3 4.535238 5.588571 7.697143

7 5 4 4.541597 5.732773 7.931092

7 5 5 4.540056 5.707563 8.100840

7 6 1 4.032653 5.066667 7.254422

7 6 2 4.500000 5.357143 7.490476

7 6 3 4.550420 5.672269 7.756303

7 6 4 4.561625 5.705882 8.016340

7 6 5 4.559733 5.769925 8.156725
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(The Critical Values for the Kruskal–Wallis H-Test Statistic, k = 3).

n1 n2 n3 α ≤ 0.10 α ≤ 0.05 α ≤ 0.01

7 6 6 4.530075 5.730075 8.257143

7 7 1 3.985714 4.985714 7.157143

7 7 2 4.490546 5.398109 7.490546

7 7 3 4.590103 5.676937 7.809524

7 7 4 4.558897 5.765664 8.141604

7 7 5 4.545564 5.745564 8.244812

7 7 6 4.568027 5.792517 8.341497

7 7 7 4.593692 5.818182 8.378479

8 1 1 4.418182 – –

8 2 1 4.011364 4.909091 –

8 2 2 4.586538 5.355769 6.663462

8 3 1 4.009615 4.881410 6.804487

8 3 2 4.450549 5.315934 6.986264

8 3 3 4.504762 5.616667 7.254762

8 4 1 4.038462 5.043956 6.972527

8 4 2 4.500000 5.392857 7.350000

8 4 3 4.529167 5.622917 7.585417

8 4 4 4.560662 5.779412 7.852941

8 5 1 3.967143 4.868571 7.110000

8 5 2 4.466250 5.415000 7.440000

8 5 3 4.514338 5.614338 7.705515

8 5 4 4.549020 5.717647 7.992157

8 5 5 4.555263 5.769298 8.115789

8 6 1 4.014583 5.014583 7.256250

8 6 2 4.441176 5.404412 7.522059

8 6 3 4.573529 5.678105 7.795752

8 6 4 4.562865 5.742690 8.045322

8 6 5 4.550263 5.750263 8.210263

8 6 6 4.598810 5.770238 8.294048

8 7 1 4.045431 5.041229 7.307773

8 7 2 4.450980 5.403361 7.571429

8 7 3 4.555556 5.698413 7.827068

8 7 4 4.548496 5.759211 8.118045

8 7 5 4.550612 5.777449 8.241939

8 7 6 4.552876 5.781231 8.332715

8 7 7 4.573687 5.795031 8.356296

8 8 1 4.044118 5.039216 7.313725

8 8 2 4.508772 5.407895 7.653509

8 8 3 4.555263 5.734211 7.889474

8 8 4 4.578571 5.742857 8.167857

8 8 5 4.572727 5.761039 8.297403

TABLE B.6 (Continued)
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(Continued)

(The Critical Values for the Kruskal–Wallis H-Test Statistic, k = 3).

n1 n2 n3 α ≤ 0.10 α ≤ 0.05 α ≤ 0.01

8 8 6 4.572134 5.778656 8.366601

8 8 7 4.570652 5.791149 8.418866

8 8 8 4.595000 5.805000 8.465000

9 1 1 4.545455 – –

9 2 1 3.905983 4.841880 6.346154

9 2 2 4.483516 5.260073 6.897436

9 3 1 4.073260 4.952381 6.886447

9 3 2 4.492063 5.339683 6.990476

9 3 3 4.633333 5.588889 7.355556

9 4 1 3.971429 5.071429 7.171429

9 4 2 4.488889 5.400000 7.363889

9 4 3 4.514706 5.651961 7.613971

9 4 4 4.576253 5.703704 7.909586

9 5 1 4.055556 5.040000 7.148889

9 5 2 4.464706 5.395588 7.447059

9 5 3 4.587364 5.669717 7.733333

9 5 4 4.531384 5.712671 8.024561

9 5 5 4.557193 5.769825 8.169825

9 6 1 3.933824 5.049020 7.247549

9 6 2 4.481481 5.392157 7.494553

9 6 3 4.541910 5.664717 7.822612

9 6 4 4.545614 5.744737 8.108772

9 6 5 4.573651 5.761905 8.230794

9 6 6 4.554113 5.808081 8.307359

9 7 1 4.011204 5.042017 7.270464

9 7 2 4.480089 5.429128 7.636591

9 7 3 4.535338 5.656140 7.860652

9 7 4 4.547732 5.731406 8.131406

9 7 5 4.565492 5.757988 8.287941

9 7 6 4.570864 5.782985 8.353284

9 7 7 4.583851 5.802622 8.403037

9 8 1 3.986355 4.984893 7.394250

9 8 2 4.491667 5.419737 7.642105

9 8 3 4.568651 5.717460 7.927381

9 8 4 4.559163 5.744228 8.203102

9 8 5 4.551252 5.783465 8.318050

9 8 6 4.560688 5.775362 8.408514

9 8 7 4.563770 5.807579 8.450000

9 8 8 4.582821 5.809744 8.494359

9 9 1 4.007018 4.961404 7.333333

TABLE B.6 (Continued)
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(The Critical Values for the Kruskal–Wallis H-Test Statistic, k = 3).

n1 n2 n3 α ≤ 0.10 α ≤ 0.05 α ≤ 0.01

9 9 2 4.460317 5.411111 7.692063

9 9 3 4.565657 5.708514 7.959596

9 9 4 4.550066 5.751647 8.202240

9 9 5 4.587440 5.770048 8.370048

9 9 6 4.555556 5.814444 8.427778

9 9 7 4.567326 5.802198 8.468864

9 9 8 4.570750 5.815052 8.514720

9 9 9 4.582011 5.844797 8.564374

10 1 1 4.653846 4.653846 –

10 2 1 4.114286 4.839560 6.428571

10 2 2 4.434286 5.120000 6.537143

10 3 1 3.996190 5.076190 6.851429

10 3 2 4.470000 5.361667 7.041667

10 3 3 4.529412 5.588235 7.360294

10 4 1 4.042500 5.017500 7.105000

10 4 2 4.462500 5.344853 7.356618

10 4 3 4.587582 5.654248 7.616993

10 4 4 4.564912 5.715789 7.907018

10 5 1 3.988235 4.905882 7.107353

10 5 2 4.454902 5.388235 7.513725

10 5 3 4.552047 5.618713 7.752047

10 5 4 4.556842 5.744211 8.047895

10 5 5 4.574286 5.777143 8.162857

10 6 1 3.967320 5.041830 7.316340

10 6 2 4.479532 5.405848 7.588304

10 6 3 4.542105 5.655789 7.882105

10 6 4 4.550476 5.726190 8.142857

10 6 5 4.554978 5.754978 8.267532

10 6 6 4.575494 5.780237 8.338340

10 7 1 3.981454 4.985965 7.252130

10 7 2 4.491880 5.377444 7.641203

10 7 3 4.545034 5.698095 7.901224

10 7 4 4.550278 5.751206 8.172356

10 7 5 4.567250 5.763862 8.295652

10 7 6 4.563043 5.798758 8.376915

10 7 7 4.562286 5.796571 8.419429

10 8 1 3.963947 5.037632 7.358684

10 8 2 4.482857 5.429286 7.720714

10 8 3 4.533983 5.711688 7.977273

10 8 4 4.550988 5.744466 8.206126

10 9 5 4.556522 5.789130 8.344022

TABLE B.6 (Continued)
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(Continued)

TABLE B.6 (Continued)

(The Critical Values for the Kruskal–Wallis H-Test Statistic, k = 3).

n1 n2 n3 α ≤ 0.10 α ≤ 0.05 α ≤ 0.01

10 9 6 4.573333 5.793833 8.397833

10 9 7 4.564484 5.810637 8.480967

10 9 8 4.561538 5.829060 8.494017

10 9 1 4.025714 4.988571 7.436508

10 9 2 4.476479 5.446176 7.693795

10 9 3 4.570751 5.700659 7.997628

10 9 4 4.556401 5.757609 8.223430

10 9 5 4.547556 5.792000 8.380222

10 9 6 4.561231 5.813128 8.449436

10 9 7 4.559707 5.817610 8.507475

10 9 8 4.567063 5.833730 8.544489

10 9 9 4.578982 5.830706 8.575698

10 10 1 3.987013 5.054545 7.501299

10 10 2 4.477470 5.449802 7.726482

10 10 3 4.559420 5.687681 8.026087

10 10 4 4.567000 5.776000 8.263000

10 10 5 4.554462 5.793231 8.403692

10 10 6 4.561823 5.796011 8.472934

10 10 7 4.558277 5.820408 8.536508

10 10 8 4.565025 5.837438 8.565887

10 10 9 4.567050 5.837241 8.606130

10 10 10 4.583226 5.855484 8.640000

(The Critical Values for the Kruskal–Wallis H-Test Statistic, k = 4.)

n1 n2 n3 n4 α ≤ 0.10 α ≤ 0.05 α ≤ 0.01

2 2 2 1 5.357143 5.678571 –

2 2 2 2 5.666667 6.166667 6.666667

3 2 1 1 4.892857 – –

3 2 2 1 5.555556 5.833333 –

3 2 2 2 5.644444 6.333333 7.133333

3 3 1 1 5.333333 6.333333 –

3 3 2 1 5.622222 6.244444 7.044444

3 3 2 2 5.745455 6.527273 7.636364

3 3 3 1 5.654545 6.600000 7.400000

3 3 3 2 5.878788 6.727273 8.015152

3 3 3 3 5.974359 6.897436 8.435897

4 2 1 1 5.250000 5.833333 –

4 2 2 1 5.533333 6.133333 7.000000

4 2 2 2 5.754545 6.545455 7.390909

4 3 1 1 5.066667 6.177778 7.066667
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(The Critical Values for the Kruskal–Wallis H-Test Statistic, k = 4.)

n1 n2 n3 n4 α ≤ 0.10 α ≤ 0.05 α ≤ 0.01

4 3 2 1 5.572727 6.309091 7.454545

4 3 2 2 5.750000 6.621212 7.871212

4 3 3 1 5.666667 6.545455 7.757576

4 3 3 2 5.858974 6.782051 8.320513

4 3 3 3 6.000000 6.967033 8.653846

4 4 1 1 5.181818 5.945455 7.909091

4 4 2 1 5.568182 6.386364 7.909091

4 4 2 2 5.807692 6.730769 8.346154

4 4 3 1 5.660256 6.634615 8.217949

4 4 3 2 5.901099 6.873626 8.620879

4 4 3 3 6.004762 7.038095 8.866667

4 4 4 1 5.653846 6.725275 8.587912

4 4 4 2 5.914286 6.957143 8.871429

4 4 4 3 6.029167 7.129167 9.075000

4 4 4 4 6.088235 7.235294 9.286765

5 1 1 1 5.333333 – –

5 2 1 1 5.266667 5.960000 –

5 2 2 1 5.541818 6.109091 7.276364

5 2 2 2 5.636364 6.563636 7.772727

5 3 1 1 5.130909 6.003636 7.400000

5 3 2 1 5.518182 6.363636 7.757576

5 3 2 2 5.771795 6.664103 8.202564

5 3 3 1 5.656410 6.641026 8.117949

5 3 3 2 5.865934 6.821978 8.606593

5 3 3 3 6.020952 7.011429 8.840000

5 4 1 1 5.254545 6.040909 7.909091

5 4 2 1 5.580769 6.419231 8.173077

5 4 2 2 5.782418 6.725275 8.472527

5 4 3 1 5.639560 6.681319 8.408791

5 4 3 2 5.901905 6.925714 8.801905

5 4 3 3 6.029167 7.093333 9.029167

5 4 4 1 5.674286 6.760000 8.725714

5 4 4 2 5.947500 6.990000 9.002500

5 4 4 3 6.035294 7.172794 9.220588

5 4 4 4 6.066667 7.262745 9.392157

5 5 1 1 5.153846 6.076923 8.107692

5 5 2 1 5.564835 6.540659 8.327473

5 5 2 2 5.794286 6.777143 8.634286

5 5 3 1 5.662857 6.737143 8.611429

5 5 3 2 5.921667 6.946667 8.946667

5 5 3 3 6.023529 7.117647 9.188235
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(The Critical Values for the Kruskal–Wallis H-Test Statistic, k = 4.)

n1 n2 n3 n4 α ≤ 0.10 α ≤ 0.05 α ≤ 0.01

5 5 4 1 5.670000 6.782500 8.870000

5 5 4 2 5.944853 7.032353 9.156618

5 5 4 3 6.052288 7.217647 9.356863

5 5 4 4 6.070175 7.291228 9.536842

5 5 5 1 5.682353 6.829412 9.052941

5 5 5 2 5.945098 7.074510 9.286275

5 5 5 3 6.043275 7.250292 9.495906

5 5 5 4 6.082105 7.327895 9.669474

5 5 5 5 6.097143 7.377143 9.800000

Source: Adapted from Meyer, J. P., & Seaman, M. A. (2008, March). A comparison of the exact Kruskal-Wallis 

distribution to asymptotic approximations for N ≤ 105. Paper presented at the annual meeting of the American 

Educational Research Association, New York. Reprinted with permission of the authors.

TABLE B.6 (Continued)

TABLE B.7 Critical Values for the Spearman Rank-Order Correlation Coeficient rs.

n

αtwo-tailed ≤ 0.10

αone-tailed ≤ 0.05

αtwo-tailed ≤ 0.05

αone-tailed ≤ 0.025

αtwo-tailed ≤ 0.02

αone-tailed ≤ 0.01

αtwo-tailed ≤ 0.01

αone-tailed ≤ 0.005

4 1.000

5 0.900 1.000 1.000

6 0.829 0.886 0.943 1.000

7 0.714 0.786 0.893 0.929

8 0.643 0.738 0.833 0.881

9 0.600 0.700 0.783 0.833

10 0.564 0.648 0.745 0.794

11 0.536 0.618 0.709 0.755

12 0.503 0.587 0.671 0.727

13 0.484 0.560 0.648 0.703

14 0.464 0.538 0.622 0.675

15 0.443 0.521 0.604 0.654

16 0.429 0.503 0.582 0.635

17 0.414 0.485 0.566 0.615

18 0.401 0.472 0.550 0.600

19 0.391 0.460 0.535 0.584

20 0.380 0.447 0.520 0.570

21 0.370 0.435 0.508 0.556

22 0.361 0.425 0.496 0.544

23 0.353 0.415 0.486 0.532

(Continued)
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n

αtwo-tailed ≤ 0.10

αone-tailed ≤ 0.05

αtwo-tailed ≤ 0.05

αone-tailed ≤ 0.025

αtwo-tailed ≤ 0.02

αone-tailed ≤ 0.01

αtwo-tailed ≤ 0.01

αone-tailed ≤ 0.005

24 0.344 0.406 0.476 0.321

25 0.337 0.398 0.466 0.511

26 0.331 0.390 0.457 0.501

27 0.324 0.382 0.448 0.491

28 0.317 0.375 0.440 0.483

29 0.312 0.368 0.433 0.475

30 0.306 0.362 0.425 0.467

31 0.301 0.356 0.418 0.459

32 0.296 0.350 0.412 0.452

33 0.291 0.345 0.405 0.446

34 0.287 0.340 0.399 0.439

35 0.283 0.335 0.394 0.433

36 0.279 0.330 0.388 0.427

37 0.275 0.325 0.383 0.421

38 0.271 0.321 0.378 0.415

39 0.267 0.317 0.373 0.410

40 0.264 0.313 0.368 0.405

41 0.261 0.309 0.364 0.400

42 0.257 0.305 0.359 0.395

43 0.254 0.301 0.355 0.391

44 0.251 0.298 0.351 0.386

45 0.248 0.294 0.347 0.382

46 0.246 0.291 0.343 0.378

47 0.243 0.288 0.340 0.374

48 0.240 0.285 0.336 0.370

49 0.238 0.282 0.333 0.366

50 0.235 0.279 0.329 0.363

Source: Adapted from Zar, J. H. (1972). Signiicance testing of the Spearman rank correlation coeficient. Journal of 

the American Statistical Association, 67, 578–580. Reprinted with permission from The Journal of the American 

Statistical Association. Copyright 1972 by the American Statistical Association. All rights reserved.

TABLE B.7 (Continued)
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TABLE B.8 Critical Values for the Pearson Product-Moment Correlation Coeficient r.

df

αtwo-tailed ≤ 0.10

αone-tailed ≤ 0.05

αtwo-tailed ≤ 0.05

αone-tailed ≤ 0.025

αtwo-tailed ≤ 0.025

αone-tailed ≤ 0.0125

αtwo-tailed ≤ 0.01

αone-tailed ≤ 0.005

1 0.988 0.997 0.999 0.999

2 0.900 0.950 0.975 0.990

3 0.805 0.878 0.924 0.959

4 0.729 0.811 0.868 0.917

5 0.669 0.754 0.817 0.875

6 0.621 0.707 0.771 0.834

7 0.582 0.666 0.732 0.798

8 0.549 0.632 0.697 0.765

9 0.521 0.602 0.667 0.735

10 0.497 0.576 0.640 0.708

11 0.476 0.553 0.616 0.684O

12 0.458 0.532 0.594 0.661

13 0.441 0.514 0.575 0.641

14 0.426 0.497 0.557 0.623

15 0.412 0.482 0.541 0.606

16 0.400 0.468 0.526 0.590

17 0.389 0.456 0.512 0.575

18 0.378 0.444 0.499 0.561

19 0.369 0.433 0.487 0.549

20 0.360 0.423 0.476 0.537

21 0.352 0.413 0.466 0.526

22 0.344 0.404 0.456 0.515

23 0.337 0.396 0.447 0.505

24 0.330 0.388 0.439 0.496

25 0.323 0.381 0.430 0.487

26 0.317 0.374 0.423 0.479

27 0.311 0.367 0.415 0.471

28 0.306 0.361 0.409 0.463

29 0.301 0.355 0.402 0.456

30 0.296 0.349 0.396 0.449

31 0.291 0.344 0.390 0.442

32 0.287 0.339 0.384 0.436

33 0.283 0.334 0.378 0.430

34 0.279 0.329 0.373 0.424

35 0.275 0.325 0.368 0.418

36 0.271 0.320 0.363 0.413

37 0.267 0.316 0.359 0.408

38 0.264 0.312 0.354 0.403

39 0.260 0.308 0.350 0.398

40 0.257 0.304 0.346 0.393

41 0.254 0.301 0.342 0.389

(Continued)
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df

αtwo-tailed ≤ 0.10

αone-tailed ≤ 0.05

αtwo-tailed ≤ 0.05

αone-tailed ≤ 0.025

αtwo-tailed ≤ 0.025

αone-tailed ≤ 0.0125

αtwo-tailed ≤ 0.01

αone-tailed ≤ 0.005

42 0.251 0.297 0.338 0.384

43 0.248 0.294 0.334 0.380

44 0.246 0.291 0.330 0.376

45 0.243 0.288 0.327 0.372

46 0.240 0.285 0.323 0.368

47 0.238 0.282 0.320 0.365

48 0.235 0.279 0.317 0.361

49 0.233 0.276 0.314 0.358

50 0.231 0.273 0.311 0.354

TABLE B.8 (Continued)

TABLE B.9 Factorials.

n n!

1 1

2 2

3 6

4 24

5 120

6 720

7 5040

8 40,320

9 362,880

10 3,628,800

11 39,916,800

12 479,001,600

13 6,227,020,800

14 87,178,291,200

15 1,307,674,368,000

16 20,922,789,888,000

17 355,687,428,096,000

18 6,402,373,705,728,000

19 121,645,100,408,832,000

20 2,432,902,008,176,640,000

21 51,090,942,171,709,440,000

22 1,124,000,727,777,607,680,000

23 25,852,016,738,884,976,640,000

24 620,448,401,733,239,439,360,000

25 15,511,210,043,330,985,984,000,000
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TABLE B.10 Critical Values for the Runs Test for Randomness.

One-tailed alternative; α = 0.05.

n1

n2

2 3 4 5 6 7 8 9 10 11 12

2 – – – – – – 2 2 2 2 2

– – – – – – – – – – –

3 – – – 2 2 2 2 2 3 3 3

– – 7 – – – – – – – –

4 – – 2 2 3 3 3 3 3 3 4

– 7 8 9 9 9 – – – – –

5 – 2 2 3 3 3 3 4 4 4 4

– – 9 9 10 10 11 11 11 – –

6 – 2 3 3 3 4 4 4 5 5 5

– – 9 10 11 11 12 12 12 13 13

7 – 2 3 3 4 4 4 5 5 5 6

– – 9 10 11 12 13 13 13 14 14

8 2 2 3 3 4 4 5 5 6 6 6

– – – 11 12 13 13 14 14 15 15

9 2 2 3 4 4 5 5 6 6 6 7

– – – 11 12 13 14 14 15 15 16

10 2 3 3 4 5 5 6 6 6 7 7

– – – 11 12 13 14 15 16 16 17

11 2 3 3 4 5 5 6 6 7 7 8

– – – – 13 14 15 15 16 17 17

12 2 3 4 4 5 6 6 7 7 8 8

– – – – 13 14 15 16 17 17 18

One-tailed alternative; α = 0.025.

n1

n2

2 3 4 5 6 7 8 9 10 11 12

2 – – – – – – – – – – 2

– – – – – – – – – – –

3 – – – – 2 2 2 2 2 2 2

– – – – – – – – – – –

4 – – – 2 2 2 3 3 3 3 3

– – – 9 9 – – – – – –

5 – – 2 2 3 3 3 3 3 4 4

– – 9 10 10 11 11 – – – –

6 – 2 2 3 3 3 3 4 4 4 4

– – 9 10 11 12 12 13 13 13 13

7 – 2 2 3 3 3 4 4 5 5 5

– – – 11 12 13 13 14 14 14 14

(Continued)
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One-tailed alternative; α = 0.025.

n1

n2

2 3 4 5 6 7 8 9 10 11 12

8 – 2 3 3 3 4 4 5 5 5 6

– – – 11 12 13 14 14 15 15 16

9 – 2 3 3 4 4 5 5 5 6 6

– – – – 13 14 14 15 16 16 16

10 – 2 3 3 4 5 5 5 6 6 7

– – – – 13 14 15 16 16 17 17

11 – 2 3 4 4 5 5 6 6 7 7

– – – – 13 14 15 16 17 17 18

12 2 2 3 4 4 5 6 6 7 7 7

– – – – 13 14 16 16 17 18 19

Source: Adapted from tables D.5 and D.6 of Janke, S. J., & Tinsley, F. C. (2005). Introduction to Linear Models and 

Statistical Inference. Hoboken, NJ: John Wiley & Sons, Inc. Reprinted with permission of John Wiley & Sons, Inc. 

Copyright 2005 by John Wiley & Sons, Inc. All rights reserved.

TABLE B.10 (Continued)
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Alpha (α), see Type I error

Alternate hypothesis, 4

Beta (β), see Type II error

Biserial correlation, 4, 150

small samples, 163–166

using SPSS, 167

Bonferroni correction procedure, 99, 105, 

119, 123

Categorical data, 2, 3

Chi-square distribution table, 243

Chi-square goodness-of-it test, 4, 172

category frequencies equal, 173–176

category frequencies not equal, 176–180

computing, 173

using SPSS, 180–184

Chi-square test of independence, 4, 184–185

computing, 185–186

using SPSS, 191–196

Contingency tables, 2 × 2, 186, 197

Correlation coeficient, 140

biserial, 4, 150

of a dichotomous variable and a 

rank-order variable, 152

of a dichotomous variable and an interval 

scale variable, 150–152

point-biserial, 4, 150

Spearman rank-order, 4, 140

Counts, 8–9

Cramer’s V, 186

Critical value, 5–6

tables, 235–260

Cumulative frequency distributions, 27–29

Dichotomous scale, 2, 139, 150

continuous vs. discrete, 2

Divergence, 28

Effect size, 49, 79–80, 186

Cramer’s V, 186

phi coeficient, 186

Factorials, table, 258

Fisher exact test, 4, 196

computing, 197

using SPSS, 201–202

Friedman test, 3, 97

computing, 98–99

critical values table for, 247–248

large sample approximation, 108

post hoc test for, 99, 104

sample contrasts for, 99, 104

small samples with ties, 101

small samples without ties, 99

using SPSS, 105–108

Histogram, 15

Homogeneity of variance, 14

Interval scale, 2

Kolmogorov–Smirnov one-sample test, 27

computing, 27–29

using SPSS, 34–37

Kolmogorov–Smirnov two-sample test, 3, 69

computing, 80–81

using SPSS, 84–88

Kruskal–Wallis H test, 3, 117

computing, 118–119

correction for ties, 118

critical values table for, 248–255

large sample approximation, 128

post hoc test for, 123

sample contrasts for, 123

small data samples, 119

using SPSS, 124–128

INDEX
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Kurtosis, 17–19

computing, 19

leptokurtosis, 17–18

platykurtosis, 17–18

standard error of, 18–19

using SPSS, 24–27

Leptokurtosis, 17–18

Likert scale, 2, 5

Mann–Whitney U test, 3, 69

computing, 70–71

conidence interval for, 74–75

critical values table for, 245–256

large sample approximation, 75

small samples, 71

using SPSS, 84–88

Mean, 14

Measurement scale, 2

Median, 15

Mode, 15

Nominal data, 2

Nonparametric tests, comparison with 

parametric tests, 3–4

Normal curve, 14, 235

properties, 16–17

Normal distribution, 14–17

table, 235–242

Normality

assumptions, 1–2

measures, 14

Null hypothesis, 4

Observed frequency distribution, 27–28

Obtained value, 5, 6

Ordinal scale, 2

Ordinate of the normal curve, 17

computing, 151–152

table, 235–242

Outliers, 3

Parametric tests, 1–2

comparison with nonparametric 

tests, 3–4

Pearson product-moment correlation, 4, 

150

critical values table for, 257–258

Phi coeficient, 186

Platykurtosis, 17–18

Point-biserial correlation, 4, 150

large samples approximation, 142–146

small data samples, 159–163

using SPSS, 156–158

Post hoc comparisons, 99, 104

Power, see Statistical power

Randomness, see Runs test

Ranking data, 6–7

with tied values, 7–8

Rank-order scale, 2

Ratio scale, 2

Relative empirical frequency 

distribution, 28

Relative observed frequency 

distribution, 28

Runs test, 4, 210

computing, 211–212

critical values table for, 259–260

large sample approximation, 217–219

referencing a custom value, 219–221

referencing a custom value using 

SPSS, 221–225

small data samples, 212–213

using SPSS, 213–217

Sample size, 1

Sample contrasts, 99, 104

Scale, see Measurement scale

Sign test, 3, 49

computing, 49–50

large sample approximation, 53

small samples, 50

using SPSS, 57–60

Skewness, 17–19

computing, 19

standard error of, 19

using SPSS, 24–27

Spearman rank-order correlation, 4,  

140

computing, 141

computing Student’s t, 141–142

computing z, 141

critical values table for, 255–256

small data sample with ties, 145–148

small data sample without ties,  

142–145

using SPSS, 148–150

SPSS, 229–234

Standard deviation, 15
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Standard error

of kurtosis, 19

of skewness, 19

Statistical power, 60–61

Symmetry, 17

Transformation, 3

Type I error, 5, 99, 104

Type II error, 5

Variance, 14

homogeneity, 14

Wald–Wolfowitz test, 210

Wilcoxon rank sum test, 86, 89

Wilcoxon signed ranks test, 3, 39

computing, 40

conidence interval for, 44–45

critical values table for, 244

large sample approximation, 45

small samples, 41

using SPSS, 57–60

Wilcoxon W, 86

Yates’s continuity correction, 186

z-score, 16

table, 235–242
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