Chapter 1

!'- Systems of Linear Equations

1.1 Introduction to Systems of Linear Equations
1.2 Gaussian Elimination and Gauss-Jordan Elimination




1.1 Introduction to Systems of Linear Equations

= a linear equation in n variables:

PGPS P+ e, =D
a,,a,,a,,...,a., b: real number

a,: leading coefficient

X,: leading variable
= Notes:

(1) Linear equations have no products or roots of variables and

no variables involved in trigonometric, exponential, or

logarithmic functions.

(2) Variables appear only to the first power.
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= EXx 1: (Linear or Nonlinear)

1 .
Linear (2)3x+2y =7 (b)§X+y—7zz=ﬁ Linear

ol /2]
Linear (€)% —2X, +10%;+x, =0 (Ol)(S"‘E)Xl—Aer=e2 Linear

_Exponential
N onlinear (e)@f\zzz (F)€)-2y=4 N onlinear

not the first power

N onlinear (9+2Xz—3X3=0 (h4 N onlinear
\

trigonometric functions not the first power
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= a solution of a linear equation in n variables:

X, +a,X, +aX;+---+a X, =b

O ST A e S o

) n n

such a;s,+a,S,+a,S,+---+a.s, =b
that

= Solution set:
the set of all solutions of a linear equation
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« Ex 2 : (Parametric representation of a solution set)
X, +2X, =4
a solution: (2, 1), i.e. X, =2,%X, =1
If you solve for x, in terms of X,, you obtain
X, =4-2X,,
By letting x, =t you can represent the solution set as
X, =4-2t
And the solutions are {(4—2t,t) [t R} OF {(s,2—15)[seR]
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= a system of m linear equations in n variables:

a13 X3
a23 X3

X T apX,

Lo O S ) R S

ml

= Consistent:

A system of linear equations has at least one solution.

= Inconsistent:

a33 X3

d

m3

X3

_|_
_|_
_|_

¥ aln Xn

+ a, X

2n“*n

+ A, X

3n“'n

mn

X

A system of linear equations has no solution.
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= Notes:

Every system of linear equations has either
(1) exactly one solution,
(2) infinitely many solutions, or

(3) no solution.
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= EX 4: (Solution of a system of linear equations)

(S N
S P T exactly one solution
two intersecting lines

2) x + y =3 N
2x + 2y =6 \ inifinite  number
two coincident lines A

S = i o N
Xt W=l \x no solution
two parallel lines NN

8/39



s EX 5: (Using back substitution to solve a system in row echelon form)

X" 2= 5 (1)
At Y (2)

Sol: By substituting y=-2into (1), you obtain

X — 2(-2) =5
) el |

The system has exactly one solution: x =1,y =-2
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= EX 6: (Using back substitution to solve a system in row echelon form)

X — 2y + 32 =9
y + 32 = 5
A

Sol: Substitute z=2 into (2)

y + 3(2) = 5
y = -1

and substitute y =—1 and z=2 into (1)

X — 2(-1) + 3(2)

The system has exactly one solution:

X V=18 75= 2

X

(1)
(2)
(3)

9
1
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= Equivalent:
Two systems of linear equations are called equivalent

If they have precisely the same solution set.

= Notes:
Each of the following operations on a system of linear
equations produces an equivalent system.

(1) Interchange two equations.

(2) Multiply an equation by a nonzero constant.

(3) Add a multiple of an equation to another equation.
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= EX 7: Solve a system of linear equations (consistent system)

X T2V 87 " =0 (1)
—X + 3y T (2)
2X A= DN+ Bl = el (3)

Sol: (1)+(2) —(2)
X — 2y + 32 = 9
y + 32 = 5 (4)

2X — By + 5z = 17
(1)x(=2)+(3) = (3)

X — 2y + 3z = 9

VIR s 3Z8=5
S Stedks LA
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(4) +(5) = (5)

X — 2y + 3z = 9
y + 3z = 5
2 =1 (6)
(6) x; = (6)
R — AV e =
VR0 Ze= "5
N

So the solutionis x =1, y = —1, z = 2 (only one solution)
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= EX 8: Solve a system of linear equations (inconsistent system)

e S SR ¥ (1)
2%, =% X, v—"2X5 = 2 (2)
X o 2% — 33X =--1 (3)
Sol: (1)x(=2)+(2) = (2)
W) x(=)+@)—> @)
= O X o e == ]
Ekany s ast =g 0 (4)
DR I e 2 (5)
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(4)x(=1)+ () > (5)

et XE e s =R
DX = AN =i .0
0 = -2 (a false statement)

So the system has no solution (an inconsistent system).

15/39



= EX 9: Solve a system of linear equations (infinitely many solutions)

X, = X3
X, =
Dl SC
Sol: (D)< (2)
X — 3X,
AS X,
e
(1) +@3) = (3)
X, — e
O N
IXER = REXE

0
-1

(1)
(2)
(3)

(1)
(2)
(3)

(4)
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then x, =3t -1,
X, =1, teR
Xa=ty

So this system has infinitely many solutions.
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1.2 Gaussian Elimination and Gauss-Jordan Elimination

= MxN matrix:
d;; a4, ag a,
dyy dy Ay d,,
d3; dgp g d3, | M rOwWs
_aml am2 am3 - amn b |
n columns
= Notes:

(1) Every entry a;; In a matrix Is a number.
(2) A matrix with m rows and n columns is said to be of size mxn .

(3) If m=n, then the matrix is called square of order n.

(4) For a square matrix, the entries a,;, a,,, ..., a,, are called

the main diagonal entries.
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oLy QM Matrix

2]
(0 0
00
1 o
N
2
L

= Note:

One very common use of matrices is to represent a system
of linear equations.

|

30
2

7T

2

4_

Size
1x1

2%2

1x4

3x2
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= a System of m equations in n variables:

A X, T apX, + QX + ...+ QX = b1
CUDIRE e LN G D N SRR S e SRR (o
L0t Lo B S Dl o R T S ST O 6 TR o B
A X, A A LXKt pAseXe L e ra X = b
Matrix form: Ax =D
d; 8, Q3 - a4y, e ] b ]
g q
dyy 8y Ay a,, X b
ey | N2 1 [R5eD
A= dsy asz. dgs ds, X= X b= 5
: X b
I ) P L T m _|
_aml am2 am3 . amn |
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= Augmented matrix:

a'13

QD

2
a33

a

m3

= Coefficient matrix:

a'11

QD

21
a'31

a

m1l

a12

QD

a‘32

a

22

m?2

al3

QD

23
a‘33

a

m3

n

QD

2n

QD

3n

mn

QD

1n

QD

2n

QD

3n

mn

=[A]b]
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= Elementary row operation:

(1) Interchange two rows. G - R <R,
(2) Multiply a row by a nonzero constant. ) : (k)R >R

(3) Add a multiple of a row to another row. rij(k) (k)R +R, >R,

= Row equivalent:

Two matrices are said to be row equivalent if one can be obtained
from the other by a finite sequence of elementary row operation.
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« EX 2: (Elementary row operation)

HENF oM 03
O% % 3%
T =3nd ST,
PO e
R
e, PN 7
IS 2
QENE ]
O 3T 1888
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- EX 3: Using elementary row operations to solve a system

Linear System

X — 2y + 3z
Ao
2X — By + b5z

X — 2y + 3z
y + 3z
2x — by + bz

X — 2y + 3z
y + 3z

Associated

Augemented Matrix

e S0
G
e A Tl s
(1 -2 3
O 1..%3
oL SRR
B s
Ol R
RPN

9
=

Elementary
Row Operation

Y ()R, +R, > R,

?:(-2)R +R, >R,
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X

X

Linear System

2y +
y +

2y +
y +

3z
3Z
21

3Z
3z

Associated
Augemented Matrix

1 -2 39
Iy 8F5
0 2.4
RS S i
<

0 L2

Elementary
Row Operation

Y (DR, +R, > R,

)

S
[ :(E)R3 — R,
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= Row-echelon form: (1, 2, 3)
= Reduced row-echelon form: (1, 2, 3, 4)

(1) All row consisting entirely of zeros occur at the bottom

of the matrix.

(2) For each row that does not consist entirely of zeros,
the first nonzero entry is 1 (called a leading 1).

(3) For two successive (nonzero) rows, the leading 1 in the higher

row Is farther to the left than the leading 1 in the lower row.

(4) Every column that has a leading 1 has zeros in every position

above and below its leading 1.
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= Ex 4: (Row-echelon form or reduced row-echelon form)

N2 =154 A [0 1|0 5] reduced row -
= et 2 (row - echelon 0 O\_\l : (

[0 0 1[{-2]| form) [0 0 0 0] echelon form)
Bl 25 2¢ 173 I =M

0 m|__i| (row -echelon 2| (reduced row -
000 11 4 g echelon form)
0 00 O ) L |

MR 7R-SCE N b e TR

e =T OO0 0

COROR W= 01 2 -4
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« Gaussian elimination:

The procedure for reducing a matrix to a row-echelon form.

« Gauss-Jordan elimination:

The procedure for reducing a matrix to a reduced row-echelon

form.

= Notes:
(1) Every matrix has an unique reduced row echelon form.

(2) A row-echelon form of a given matrix is not unique.
(Different sequences of row operations can produce
different row-echelon forms.)
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= EX: (Procedure of Gaussian elimination and Gauss-Jordan elimination)
—Produce leading 1

o]0 20 8 12] . [DF 6 D 28‘
2 4 _1o.6 12 28 ~ loo 20 8 12
4 56 5 4 [24 5 6 -5 4

(3

The first nonzero column

leading 1 R Produce leading 1

(@ (M2 53 614 2 [L 4 /2/3; 2 B
L 13

. il Ore—220077% 8.~ 12 2 0| 0(-210 8 12

4 -5 6 -5 4_ 0] 0 5] 0 -17 —24_

‘\The first nonzero Submatrix
column

\_ Zeros elements below leading 1

30/39



h leading 1 . :
S e TS SO CF 4 i A i B S il
o T O O AL = S LN S TR
0 0 @ 0 -17 —24 [0 0 0 o IERL S|
Submatrix

1 Zeros elements below leading 1 \

Produce leading 1
Zeros elsewhere

e RN, _ : b
37 a4 B2 L 14 ) FEsAs et 280 2
o SO T Ty - et RO e, KR, e, AR o

oW oM na 7] Ol (0 S 2
leading 1
(row -echelon form) (row -echelon form)
) R 2 g 2% L0 Ry RN, Wi ey, ONECR
suac W S0 L 0 %0 w0, ~2 = OF 0 1" uge S0 %D
O 0 0 s U 1s 12 ORA0 0 g0 1P
(row -echelon form) _(reduced row -echelon form)
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« EX 7: Solve a system by Gauss-Jordan elimination method
(only one solution)

X — 2y + 3z = 9
—X + 3y = -4
2X — 5y + 5z = 17
Sol:
augmented matrix

L ek SRR T AR SR -5, Tl [ NS, 421
S Pl J Sty o Sl R S S e o R B
32 2R §) -S| tORA0 A28l
L
o e e AR SR ROTET oL o X 3 Y
L G 2 DR S O B e i L W ]
Mok DR M bR or A, 2 o

(row -echelon form) (reduced row -echelon form)



= EX 8 : Solve a system by Gauss-Jordan elimination method
(infinitely many solutions)

2o T A = N = F )
3X,+ 5X, = 1

Sol: augmented matrix

OF: . e
[2 4 -2 0} I ’r1(2 3),I‘2( 1)’r2(1 2)‘ [1 05 2} (reduced row -
3.5 01 10 1 —3 =1 echelon form)

the correspondng systemof equations is
G W T LY I
%R — 33X =%l

leading variable :x, X,
freevariable : x,
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X
X, =—-1+3t, teR
X

So this system has infinitely many solutions.

34/39



= Homogeneous systems of linear equations:

A system of linear equations is said to be homogeneous
If all the constant terms are zero.

d;X;+ aApX, + AgXg T+

+ + +

QD
|

>

» QD
N
=

mn

X X X

=)

=

>

o O
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« T rivial solution:

X=X =X = =X =10

= Nontrivial solution:
other solutions
= Notes:
(1) Every homogeneous system of linear equations is consistent.

(2) If the homogenous system has fewer equations than variables,
then it must have an infinite number of solutions.

(3) For a homogeneous system, exactly one of the following is true.
(a) The system has only the trivial solution.
(b) The system has infinitely many nontrivial solutions in
addition to the trivial solution.
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= EX 9: Solve the following homogeneous system
i DG, IS XS =T
2X% S XS TR ST =0
Sol: augmented matrix
r(%) r®

1 -1 30 r1(2_2)’ 2 22 1 0 2 Of(reduced row -
Paie " 13N |0 1 —1 O /[echelon form)

leading variable :x, X,
freevariable : x,

el X5 =4
X, ==2t, X, =t, X, =t,teR

Whent =0,x, = X, =X, =0 (trivial solution)
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Keywords in Section 1.2:

matrix; 42 staa
oW,
column: 2sec

sguare matrix; 4 . 44 sias
symmetric matrix; 4ilaic 48 gaias
trace of a matrix; 4é siadll il
order: s

main diagonal; iy ks
augmented matrix: 4z s« 48 sdina
coefficient matrix; 4 siadl Jalas
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