QL 3 a Stochactic process Zn s amartingale
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(a)The fortune for player Ais i =$5 and the total amountis N =$5+$10=$15

p=0.5071 = q=0.4929

u. =pr {X . reaches state 0 before state N |X o =1 }
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T @ P
- (04929/0.5071)° ~(0.4929/0.5071)"
T 1-(0.4929/0.5071)"°
U, =0.61837
(b) 1 p=0.5 =59 - \_p=05
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Q3:(a) ®

It’s an absorbing Markov Chain.

Markov Chain Diagram
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u, =pr{X; =0[X, =i} fori=1.2,
and v, =E[T |X,=i] fori=1,2.

u, =p,, +p,u, +p,u,
U, = Py, + Py Uy + Py,

=



u, =0.1+0.6u, +0.1u,
u, =0.2+0.3u, +0.4u,

=
4u,-u, =1 (1)
3u,—6u, =-2 (2)

Solving (1) and (2), we get

=38 =1L
Uy =7 and U, =4

Starting in state 2, the probability that the Markov chain ends in state 0 is
Uy =Uy =737

~ 0.52
(ii1) Also, the mean time to absorption can be found as follow
v, =1+p,Vv, +p,V, \ .6
V, =1+ P,V + PV,

=

v, =1+0.6v, +0.1v,
v, =1+0.3v, +0.4v,

—
4v, - v, =10 (1)
3v, —6v, =10 )

Solving (1) and (2), we get
.. The mean time to absorption is
V=V, =%

. = =10
-V =V =3

~33






Q4:

@ \&
2 PriX, =i,, X, =1,.X, =1,, .. . X, =1i,}
=Pr {Xo =15, X, =1, X, =1,, .. X, , = in—l}'Pr{XH =1, |X0 =1,, X, =1,.X, =1,, ... X, , = in—l}

=Pr{X0 =1,,X, =1.X, =1,, ... . X, | = in—l}'Pi,,,li,, Definition of Markov
By repeating this argument » —1 times
LPr{X, =1, X, =1.X, =1y, .. X, =1, |

> n

b, B, wherep, =Pr {Xo = io} is obtained from the initial distribution of the process.

=pP.P. .P . P .
p10 Iply ™ L4y Lol Ll

(b) (1_,

Dpr{X,=1X=1X,=0}=pPP,, p,=pr{X,=1}
=0.5(0.2)(0.4)
=0.04
ii) pr {Xl =LX,=LX; = 0} =pPiPy. p= pr{X1=1}
pr{XIZI} = Pr(X1=l|X0 =0)Pr(X,=0) +Pr(X1=l|X0 =D)Pr(X, =D+ Pr(X1=1|XO =2)Pr(X, =2)
=Pypo + Py, +Pyp,
=0.3(0.3)+0.2(0.5)+0.3(0.2)=0.25
Lopr {Xl =1X,=1.X; = 0}2 0.25(0.2)(0.4)=0.02




2
T, = gﬂ,ﬁg

at j=0

= 7,=0.57,+0.57,+0.37,
>S5y —5m -3m,=0 (D

at j=1

= 1,=027,+0.17,+0.27,
27y =9 + 27, =0 (2)

and " 7wy +m +m, =1 3)

.. By solving equations (1), (2) and (3)
Weget 7, =0.4205, 7, =0.1818, 7, =0.3977
The long run mean cost per unit period is

2
C= Z’chj
j=0

=7,Cy + TC, + 0,
=$ 4.9431




g6(a):@
priX, = 0} = pr{X, = 0|X, = 0} pr{X, = 0} + pr{X, = 0|X, = 1} priX, = 1}
= P%o by + pfo P1
= (0.36)(0.4) + (0.32)(0.6) = 0.336,

02 03 0.5
vhere p* =04 0.1 0.5
04 03 03

04 01 05|=(032 028 04

[0.2 0.3 0.5] [0.36 0.24 0.4]
04 03 031 1032 024 044




an. @

Given in Pb
Suppose that s=0 and S =3 and that the probability distribution for the demand is
Pr{&, =0}=0.1, Pr{& =1}=04, Pr{& =2}=03and Pr{& =3}=0.2.5et up the

corresponding transition probability matrix for the end-of-period inventory level X .

Ans:

The transition probability matrix is given by
-2 -1 0 1 2 3

=20 0 02 03 04 0.1
=100 02 03 04 0.1

_0fo 0 02 03 04 0.1
b= 1{02 03 04 01 0 0
210 02 03 04 01 0
30 0 02 03 04 0.1
where,

BJ = Pr{Xnﬂrl = J|Xﬂ = Z}
_ ) Pr(g,,=3-7), 10 replenishment
Pr(& . =1—-7), 0<i<3 without replenishment

n+l



