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King Saud University: Mathematics Department Math-254
First Semester 1447 H Final Examination Solution
Maximum Marks = 40 Time: 180 mins.
————————————————————————————————————————-

(15 Multiple choice questions and Two (2) Full questions)

The Answer Tables for Q.1 to Q.15 : (MAth) Marks: 2 for each one (2× 15 = 30)

Ps. : Mark {a, b, c or d} for the correct answer in the box.

Q. No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

a,b,c,d B A C C B B A C B D B A A B B

The Answer Tables for Q.1 to Q.15 : (MATh) Marks: 2 for each one (2× 15 = 30)

Ps. : Mark {a, b, c or d} for the correct answer in the box.

Q. No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

a,b,c,d C B A A C C B A A D C C B A C

The Answer Tables for Q.1 to Q.15 : (MATH) Marks: 2 for each one (2× 15 = 30)

Ps. : Mark {a, b, c or d} for the correct answer in the box.

Q. No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

a,b,c,d A C B B A A C B C D A B C C A



Question 16: Construct the divided differences table for f(x) = x3+7x2+1 using the values
x = 1, 1.5, 3, 4, 5. If the approximation of f(3.5) by linear Newton’s polynomial is 134, then use
it to find the best approximation of f(3.5) by using quadratic Newton’s polynomial. Compute
the absolute error and an error bound for your approximation.

Solution. The divided differences of the given function are listed in Table 1.

Table 1: Divided differences table for given f(x) = x3 + 7x2 + 1.
Zeroth First Second Third Fourth
Divided Divided Divided Divided Divided

k xk Difference Difference Difference Difference Difference

0 1 9
1 1.5 20.125 22.25
2 3 91 47.25 12.5
3 4 177 86 15.5 1
4 5 301 124 19 1 0

Since the quadratic Newton’s polynomial is

f(x) = p2(x) = p1(x) + (x− x0)(x− x1)f [x0, x1, x2].

Given x = 3.5, so choosing the best points, x0 = 3, x1 = 4, x2 = 5, and Table 1, we get

f(3.5) ≈ p2(3.5) = p1(3.5) + (3.5− 3)(3.5− 4)f [3, 4, 5] = 134− (0.25)(19) = 129.25,

which is the required approximation.
The absolute error is,

|f(3.5)− p2(3.5)| = |129.625− 129.25| = 0.3750.

Since the error bound for the quadratic polynomial p2(x) is

|f(x)− p2(x)| ≤
M

3!
|(x− x0)(x− x1)(x− x2)|,

where
M = max

3≤x≤5
|f (3)(x)|.

Since the first three derivatives of the given function are

f ′(x) = 3x2 + 14x; f ′′(x) = 6x+ 14; f (3)(x) = 6,

so
M = max

3≤x≤5
|6| = 6.

Thus

|f(3.6)− p2(3.6)| ≤
M

3!
|(3.5− 3)(3.5− 4)(3.5− 5)| ≤ (6)(0.3750)

6
= 0.3750,

which is the required error bound for the approximation p2(3.5). •
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Question 17: Find the approximation of

∫ 1.2

0
f(x) dx by using the following set of data

points using the best composite integration rule:

x 0.0 0.1 0.22 0.3 0.4 0.5 0.6 0.72 0.8 0.9 1.0 1.1 1.2
f(x) 1.0 1.0950 1.1959 1.2553 1.3211 1.3776 1.4253 1.4718 1.4967 1.5216 1.5403 1.5536 1.5624

The function tabulated is f(x) = x+ cosx, compute an error bound and the absolute error for
the approximation got by the best integration rule. How many subintervals approximate the
given integral to within accuracy of 10−6 ?

Solution. To select the equally spaced set of data points, we have

x 0.0 0.3 0.6 0.9 1.2

f(x) 1.00 1.2553 1.4253 1.5216 1.5624

which gives, h = 0.3. So the best integration rule is composite Simpson’s rule, which is for the
five points (n = 4) can be written as∫ 1.2

0
f(x) dx ≈ S4(f) =

h

3

[
f(x0) + 4(f(x1) + f(x3)) + 2f(x2) + f(x4)

]
,

∫ 1.2

0
f(x) dx ≈ 0.1

[
1.0 + 4(1.2553 + 1.5216) + 2(1.4253) + 1.5624

]
= 1.6521.

The first four derivatives of the function f(x) = x+ cosx can be obtain as

f ′(x) = 1− sinx, f ′′(x) = − cosx, f ′′′(x) = sinx, f (4)(x) = cosx.

Since η(x) is unknown point in (0, 1.2), therefore, the bound |f (4)| on [0, 1.2] is

M = max
0≤x≤1.2

|f (4)| = max
0≤x≤1.2

| cosx| = 1.0,

at x = 0. Thus the error formula |ESn(f)| ≤
h4|b− a)

180
M , becomes

|ES4(f)| ≤
(0.3)4(1.2)

180
(1.0) = 0.000054.

We can easily computed the exact value of the given integral as

I(f) =

∫ 1.2

0
(x+ cosx) dx = (

x2

2
+ sinx)

∣∣∣1.2
0

= 1.6521.

Thus the absolute error |E| in our approximation is given as

|E| = |I(f)− S4(f)| = |1.6521− 1.6521| = 0.0000, 4dp.

To find the minimum subintervals for the given accuracy, we use the error formula such that

|ESn(f)| ≤
(b− a)5

180n4
M ≤ 10−6,

where h = (b− a)/n. Since, M = max
0≤x≤1.2

|f (4)(x)| = max
0≤x≤1.2

| cos(x)| = 1, then

n4 ≥ ((1.2)5)(1)(106)

180
, or n ≥

(
((1.2)5)(1)(106)

180

)1/4

,

then solving for n, we obtain, n ≥ 10.8432. Hence to get the required accuracy, we need 12
(even) subintervals. •

3


