King Saud University: = Mathematics Department Math-254

First Semester 1447 H First Midterm Exam. Solution
Maximum Marks = 25 Time: 90 mins.
Questions: (6 +6 4+ 6 + 7) Marks

Question 1:

Show that Newton’s iterative scheme to find the approximation to the root @ = 0 of the
following nonlinear equation

is

mn+1::pn—( n > 0.

1—x,)

Use developed iterative scheme to find the second approximation when xg = 0.2. Show that
rate of convergence for the given scheme is quadratic.

Solution. Given
f(x)=2e =0, and f'(z)=(1—-z)e "

Using Newton’s method

f(xn) . Tpe *n Tn

Tn4+1 = Tp — f/(.'En) n (71 — xn)efxn = Tn — ‘(1 77‘%”)

So using developed iterative scheme by taking zg = 0.2, we get first two approximations

a0 _
1 = X (1 — SUQ) 0.0500,
and .
1
=r — ——— = —0.00238.
T2 I (1 — $1) 0.00238
To check the rate of convergence, we do as
Tn
Tpt+l = Tp — (1_730) = g(zn).
Thus
x
g(z) = T Ao 9(0)=0
1
! = 1—— '(0)=0
g'(z) e g'(0)
-2
") = ——3 "(0)=-2#0
g (z) a7 9°(0) #

Hence the rate of convergence of given scheme is quadratic. °



Question 2:

Use secant method to find the second approximation, using g = 1 and x; = 2, of the value of

1
x that produces the point on the graph of y = — that is closest to the point (2,1). Also, find
x

the approximation of the point.

Solution. The distance between an arbitrary point (x,1/z) on the graph of y = 1/x and the
point (2,1) is

d(z) = \/(x — 22+ (I/z — 1)2 = \/a? —dz + 4+ 1/2% —2/z + 1.

Because a derivative is needed to find the critical point of d, it is easier to work with the square
of this function
F)=[dx)? =24z +4+1/2> —2/z + 1,

whose minimum will occur at the same value of x as the minimum of d(z). To minimize F(z),

we need x so that
Fl(z) =22 —4—-2/2%+2/2% =0,

and from this we have,
f(z) =22 —4—2/23 +2/2%

Applying secant iterative formula to find the approximation of this equation, we have

(xn — Xp—1)(2zy, — 4 — 2/37% + 2/3;%)

, n > 1.
(22, — 4 —2/23 +2/22) — 2wy — 4 —2/23 | +2/22 ) -

Tp41 = Tn —

Finding the second approximation using the initial approximations x¢o = 1 and x; = 2, we get

(1 — 20)(221 — 4 — 2/23 + 2/2?)

=2-1/9=1.8889
(221 —4 —2/23 +2/23) — (220 — 4 — 2/x} + 2/23) / ’

To9 = X1 —

and
(1'2 — 1‘1)(21’2 —4 — 2/1’% + 2/.%‘%)

= 1.8667.
(229 — 4 —2/x3 +2/23) — (221 — 4 — 2/23 + 2/23)

T3 = T2 —

The point on the graph that is closest to the given point (2, 1) has the approximate coordinates
(1.8667,0.5356). °

Question 3:

Use quadratic convergence method to find the second approximation of the root a = 1 of the
following nonlinear equation

(x —1)%sinz =0, (z in radian),

using xg = 1.5. Compute the relative error.

Solution. Since given

f(z)=(z—1)?sinz and f(1)=(1—1)%sinl =0,



so a = 1 is the root of the given nonlinear equation. To check its type, we do as

f'(z) =2(x — 1)sinz + (x —1)%>cosz, and f'(1)=2(1—1)sinl+ (1 —1)2cosl =0,
which shows that o = 1 is the multiple root. Thus the quadratic convergence method is modified
Newton’s method

J:nﬂzxn—mf/(wn), n >0,

for n > 0. The fixed point form of the developed Newton’s formula is

(p, — 1) sinzy,

Tpt1 = g(zpn) =z — m(2 sin @y, + (x, — 1) COS$n)’

where m is the order of multiplicity of the zero of the function. To find m, we check that
f"(x) = 2sinz 4+ 4(x — 1) cosz — (x — 1)*sinz, and f”(1) = 2sin1 # 0,
so m = 2. Thus

flan) _ (xy, —1)sinz,
f/(xn)_ n_Q(QSinxn—i-(;];n_l)COan)a TLZO

Tptl = Ty — 2

Now using initial approximation xg = 1.5, we have the following two approximations

(xo — 1) sinzg (1 —1)sinzy

e x0—2(2 sinzo + (zo — 1) coszg) 1.0087, 2 = x1—2(2 sinzy + (z1 — 1) coszy) 10000,
with

| ’;azg| _ 11— 11.0000 — 0.0000,
the possible relative, up to 4 decimal places. °

Question 4:

(a) Use the simple Gaussian elimination method to find the inverse A=! in a (# —1) of the
following matrix

1 -1 2«
A=12 2 4
0 4 8
(b) Find the unique solution of the system Ax = [—4,8,12]1 by taking the largest possible

negative integer value of o in A~! got in part (a).

Solution. (a) Suppose that the inverse A~! = B of the given matrix exists and let

1 -1 2« b11 b2 bis 1 0 0
AB=1] 2 2 4 bo1 by b3 |=10 1 0 | =1L
0 4 8 b1 b3a b33 0 0 1

Now to find the elements of the matrix B, we apply the simple Gaussian elimination on the
augmented matrix

1 =1 20 © 1 0 0
[All=1]12 2 4 01 0
0 4 8 : 0 0 1



2
Using mo; = 1 = 2 and m3; = 0, gives

1 -1 207 1 0 0

AT=] 0 4 4—4a ' -2 1 0

0 4 8 00 1

. 4 )
Using m32 = 1= 1, gives
1 -1 207 1 0 0
[ADl=| 0 4 4—4a * —2 1 0 |=I[UIC]

0 0 444a @ 2 -1 1

Now solve the first upper system by taking first column of matrix C, gives

1 -1 2 b11 1
0 4 4—4a b21 = -2 y
0 0 4+ 4« b31 2

by using backward substitution, we get

b1 —  bo1 + 2ab31 = 1
4by1 + (4 — 40&)b31 = =2
=+ (4 + 4@)[)31 = 2
which gives b1y = 0, by = —p%a, bs1 = m Similarly, the solution of the second upper

system by taking second column of matrix C', gives

1 -1 2a b12 0
0 4 4-4« by | = 1],
0 0 4+ 4« b3o -1
can be obtained as follows:
big — b + 2abz = 0
4boy  + (4 — 4&)[)32 = 1
+ (4 + 40é)b32 = —1
which gives bjg = %, bao = m, b3y = —m. Finally, the solution of the third upper
system by taking third column of matrix C', gives
1 -1 2 613 0
0 4 4 -4« b23 = 0 s
0 0 444« b33 1
can be obtained as follows:
big — bogs + 2cb33 = 0

dbys + (4— 4a)bss
+ (4+40¢)b33 = 1



and it gives big = —i, bog = 4(0;7:_11), b33 = m. Hence the elements of the inverse matrix B
are Thus . )
0 7 1
_ 1 1 -1
B=A""= 4o 2(a+1) 4(oéy+1) )

1 1 1
2(14+a) 4(a+1)  4(a+l)

which is the required inverse of the given matrix A for any a.

(b) The inverse does not exist at « = —1, so taking the largest possible negative integer value
of a in A~ which will be o = —2, so we get
0 05 —0.25
B=A"1'= 1 —-05 0.7 |,

-05 025 —-0.25

which is the required inverse of the given matrix A.
Now to find the solution of the system, we do as

0 05 —0.25 —4 1
x=A"'b= 1 —-05 0.5 g =11,
—0.5 025 —0.25 12 1

the required solution. °



