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Answer the following questions.
Q1: [4+2+4]

In the reliability diagram below, the reliability of each componentis constant and
independent. Assuming that each has the same reliability R, compute the system reliability
as a function of R using the following methods:

(a) Decomposition using B as the keystone element.
(b) The reduction method.

(c) Compute the importance of each componentif R, =0.8, R, =0.9,

R.=095and R, =0.98




Q2: [4+4]

(@) If x(¢) represents a size of a population where Xx(0)=1, using the following differential
equations
o0 pot0) @

dp(;t(t) - /,i(’fl*lpnfl(t)_/lnpn (t)’ n:1’2’3’ (2)

Prove that: X(t) ~ geom (p), p=e* When A, =0andA =nA4, and then find the mean and
variance of this process.

(b) Suppose that minor defects are distributed over the length of a cable as a Poisson
process with rate «, and that, independently, major defects are distributed over the cable
according to a Poisson process ofrate p. Let X(¢) be the number of defects, either major or

minor, in the cable up to length . Argue that X(t) must be a Poisson process of rate « + 3.

Q3: [2.5+2.5]

If x is the life of an item of a product. Find the mean time to failure MTTF, variance,
median, failure rate at 500 hours, and also, determine the probability that the item will
survive until age 500 hours, in each of the following cases.

(@) X ~Weibull(7, p)Where B=1.5 7=1000

(b) X ~ Lognormal(z, c?)where 1 =6.908, o =0.317
Q4: [3+3+3]

(a) For the Markov process {X,}, t=0,12,..,n with states &, %,%, - %%,
Prove that: Pr{X,=4,X,=i,X,=1%, ..,X, =i,}=p P P, .. P_. where p, =Pr{X; =i

foh ™ il "

(b) If a Markov chain X,, X ,X% , ... has the transition probability matrix

0o 1 2
0/0.2 0.3 05
P= 1|04 0.2 0.4
2|05 03 0.2

and initial distribution p,=0.5, p,=0.2 and p,=0.3 Find pr{X, =1,X,=1,X, =0}



(c) Consider the problem of sending a binary message, 0 or 1, through a signal channel
consisting of several stages, where transmission through each stage is subject to a fixed
probability of error« . Supposethat x, =0 is the signal that is sent and let x be the signal

that is received at the nth stage. Assume that {x,} is a Markov chain with transition
probabilities P, =P, =1-a and P, = P, =a, Where o<a<1.

(i) DeterminePr{x, =0,X, =0, X, =0}, the probability that no error occurs up to stage »=2.
(i) Determine the probability that a correctsignal is received at stage 2.

Q5: [4+4]

(@) Wild West produces two types of cowboy hats. A type 1 hat requires twice as much
labor time as a type 2. If the all available labor time is dedicated to Type 2 alone, the
company can produce atotal of 400 Type 2 hats a day. The respective market limits for the
two types are 150 and 200 hats per day. The profit is $8 per Type 1 hat and $5 per Type 2
hat. Determine the number of hats of each type that would maximize profit.

(b) Solve the following linear programming problem by using Simplex method

min - z=4x,-X,
st 2x,+X%,<8
X, <5

X, =X, <4

X;, X, 20
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Table 2

B,—Bi=TQ2/B+1)-T*(1/B+1)asa
Function of the Shape Parameter p

p B, B, - Bf
1.0 1.0000 1.0000
1.1 0.9649 0.7714
1.2 0.9407 0.6197
1.3 0.9336 0.5133
1.4 0.9114 0.4351
1.5 0.9027 0.3757
1.6 0.8966 0.3292
1.7 0.8922 0.2919
1.8 0.8893 0.2614
1.9 0.8874 0.2360
2.0 (.8862 0.2146
2.5 0.8873 0.1441
3.0 0.8930 0.1053
3.5 0.8997 0.0811
4.0 0.9064 0.0647
5.0 0.9182 0.0442




Q1: [4+2+4]

Model Answer

In the reliability diagram shown in Fig. 1. the reliability of each component is constant and
independent. Assuming that each has the same reliability R, compute the system reliability as a
function of R using the following methods:

a) Decomposition using B as the keystone element.

Fig

. 1: Reliability diagram

Using B as the keystone element, we have two cases 1.e., the case when B functions and the case

when it does not.

For the case when B functions, the system reduced to Fig 2.

F

o

Fig. 2:

Thus the reliability of the system depe
R,=R;=R-=R,=R

Therefore,

_4n7|

The case when B functions

nds only on the reliability of component A and D. Note that

R =R,R,=F’

For the case when B fails, the system block is as shown in Fig. 3, which is a series system.



o o
_{7I

Fig. 3: The case when B fails to work

Thus the reliability of the system depends on A, C, and D, therefore we have:
R =R,R.R,=FR

Thus the reliability of the system using the two decompositions is given as:

Ryem = RsR* +(1-R)R”
R, =R(R)+(1-R)R’
Ryyem =2R°—R'

b) Using the reduction method

With this method, it can be seen that components B and C are in parallel and jointly in series with
A and D. therefore the reduced system is given in Fig. 4.

BIc B D

Fig. 4: Reduced system

For parallel components B and C, we have

2
Ry =1-TJa-R)
i=1
Ry =Ry + Re — RgR¢
Rye =2R-R’
The reliability of the system is thus given as:

R =R, Ry R,

system
R em =RQR—R*)R
R em = 2R -R*



Recall that the reliability of the system is given as:

R =R,R,(R;+R.—R;R.)

system

The importance of each component is computed by taking the partial derivative with respect to
each of the component.

Thus the importance of component A is given as:

(S‘Rsyﬂem _ (S(RARD (RB + RC _RBRC‘ ))
OR, OR,
I,=R,(R,+R.—R.R.)

= 1, =0.98(0.9+0.95-0.9x0.95)
=0.9751

The importance of component B is given as:

cs‘Rs}':fem o (S(RARD (RB + RC _RBRC' ))
(S‘RB (SRE
Iy =R,R, —R,R,R.

— 1, =0.8(0.98) —0.8(0.98)(0.95)
= 0.0392

The mmportance of component C 1s given as:
(S‘Rsysrem _ (S(RARD (RB + RC _RBRC))
OR, OR,
I. =R,Rp —R,R3R,

— 1_=0.8(0.98) —0.8(0.9)(0.98)
= 0.0784

The importance of component D is given as:

(S‘Rsysrem _ (S(‘RA RD (RB + RC B RBRC' ))
SR, SR,

I,=R,(R;+R.—R,R.)

= 1,=0.8(0.9+0.95-0.9%x0.95)
=0.796



Q2: [4+4]

(a) dpo(t)
9O pat®
D0 ;. p, 040, 17123,

The initial condition is X(0)=1 = p(0)=1
1

= p,(0)=
?,(0) { 0

_ dpo(t)_
A=0 Q)= T

= po(t)=0 3)

dp,(t)
2)= o

N dp(;t(t)+ﬂp ) =4 p. () n=12,

= /ln—lp n—l(t) - /’inp n (t)

s A, =nd, A, ,=mn-14
d%(t) +ndp, () =(n-ip, (). n=12, ..
Multiply both sides by e
e [%t(t) + n/ip ) (t):| = (n _1)/1p n,l(t)en/lt
. d nAit it
[0 = -0, )
j D, (I’)e"ﬂr (n — 1)24].; Do (x)enﬂ.zdw

- [p” (z)e™ ]0 =(n _1)1.[;1)’1,—1(33)@”1%37

(1)
(2)

,n=1
, otherwise

= ()= [pn(O)+(n—1)/1J.; pn_l(x)emdx] n=12 .. (4)

which is a recurrence relation.

at n=1



p.()=e"[p,(0)+0]=c" (5)

at n=2
p,t)=e?* [p ,(0)+ /IJ‘Ot pl(x)em’”dx]

B)= py(r)=e"
P 2(t) — 6—211? [ﬁvj.ot e—iw€2111:dx:|

sop,(t) = e J.Ot e*dx

=M (1—e M) ©6)
Similarly as (5) and (6), we deduce that
p.(t)=e*(1-e")"
=p-p)"*, p=e*, n=12, ..
X () ~ geom(p), p=e"
Mean[X(t)]=1/p=e",
1-p 1-e*

Variance[ X ()] = e ez

(b)

For minor defects, let Z ~ Poisson(a) and for major defects, let Y ~ Poisson(f),

where Y and Z are independent random variables. X(¢) be the number of defects, either major or

minor i.e. X=Y+7

The pgf for Y is given by

> 2 Ve~ h
Py(t) :Zty ﬂy!
y=0

AN apy
y!
y=0

—o Pl
P (t)= e/t
Similarly, the pgf for Z is given by

EJZ(t) :ea(t—l)

10



The pgf forthesum X =Y + 7 is given by the product of pgfs for both Y and 7
So, P, (t)=e/Met™

= (e A1)

- X(t) must be a Poisson process of rate « + g.
Q3: [2.54+2.5]

(a)

For Weibull distribution

MTTF

MTTF =n F(%+1j

=1000 F(i +lj
1.5

=n B
=1000x0.9027
=902.7

Variance

Var(x ) = 772[82 - Blz]
=1000°[0.3757]
=375700

The median X,

VB
z, Z[ln[i]j xn
1-p
1 L5
Tysp :(In(l—o 50)) x1000

=(In 2)"* x1000
=783.2198

The failure rate at 500 hours 1(500),

11



f(x)
R(x)

-1
ﬁm expl—(2)’]
nLn

o exp[-()]

ZEHH
nln

1.5-1
A(500) = > x{—SOO}
1000 | 1000

A(x) =

= £(0_5)0-5
1000
=1.0607x10"° hours
The reliability at 500 hours R (500),
R(x)=exp[-(%)"]

_(ﬂ 1.5
=g ‘10

=exp| —(0.5)"° |
=0.70219

(b)
For Lognormal distribution
MTTF

MTTF = et

_ 6[6.908+0.5(0.317)Z]

=1051.785526

Variance

Var (X ) =expu+c?)[exp(c?) -1]
=eXp(2x 6.908 + 0.317%)[exp(0.317%) —1]
=116943.6187

The median X,

12



z, =exp(u+z,0)

Toso = EXP(u+0x0)
= e

6.908
=e€

=1000.244751

The failure rate at 500 hours 1(500),

1 1

_ox \2zo

1_q)[lnx —,u}
o

_ 7.258965119x10™
- ®(2.19)
_ 7.258965119x107"
B 0.9857
=7.3643x10™* hours

e —(Inx —p)? /252

A(500)

The reliability at 500 hours R (500),

R(x)=1—d{lnx _“}
(o2

_ 1_q{ln 500—6.908}
0.317
=1-0[-2.19]
= ®(2.19)
~.R (500) = 0.9857




Q4: [3+3+3]
(a)

wPH{X, =i, X, =1,X, =1y, o X, =1}
=Pr{X, =g, X; =i;,X, =iy, . X, =i, JPrH{X, =i X, =io, X, =i;,X, =iy, . X =i}
=Pr{X, =iy, X, =i;,X; =i,, .. .X ;=i ,}P,_, Definition of Markov

By repeating this argument n —1 times
LPr{X, =i, X, =0, X, =iy, .0 X, =0,

=p;,Py.Py, - P P wherep, =Pr{X,=i,} is obtained from the initial distribution of the process.
(b)

pr{xl =1X,=1,X;=0}=p,P,P,, P, = pr{xlzl}
pr{Xl=1} = I:’I’(Xl=1|X0 =0)Pr(X, =0)+ Pr(X1=f|_|Xo =D Pr(X,=1)+ F’I’(X1=1|Xo =2)Pr(X,=2)
= Fyypo + Fupy + By,
=0.3(0.5)+0.2(0.2) +0.3(0.3) = 0.28
pr{Xl =1X,=1X,= O} = 0.28(0.2)(0.4) =0.0224

()
The transition probability matrix can be written as

0 1

Oll-« o
P=

1

a l-«

i) The probability that no error occurs up to stage n =2is given as follows.
y

Pr{XO =0, X, = 0, X, = 0} = Pobool0
=1x(1-a)x (1-a)
=(1-a)?

where p,=pr(X,=0)=1

(ii) The probability that a correct signal is received at stage 2 is given as follows.

14



PI’{XO =0,X,=0X, =0}+PF{XO =0, X, =1X, =0}
= PoFooFhoo + Po oo
=(1-a)*+a’

=1-2a+20a?
Q5: [4+4]
(a)

Let x,isthe daily #of type 1 hat and x, is the daily # of type 2 hat
The LP problem will be as follows:

max z= 8z, +5x,

st 2z +x, <400

z, <150
x, < 200
20, 2,20
L
xq.l xl- 20
A0 N 245,590
opfimum.;
X = l00 ?f‘ /
00| R g o ae G2
%180 2= %/800

6 o\ X,

ey

.. The optimal solution is X, =100, X, =200 where MaX Z = $1800

(b)

Ans: The optimal solution is X, =0, X, =5 where minz =-5
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