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Answer the following questions:

Q1: [4+5]

a) The joint probability density function of the two random variables X and Y
is f(xy)=8xy, 0<x<y<1 Find f,(y[3)

b) Given the joint probability mass function of two random variables X and Y

as in the following table:

Y 1 2 3
X

0 1/8 0 0

1 0 1/4 1/8

2 0 1/4 1/3

3 1/3 0 0

i) Find p (X,Y)

ii) Determine whether X and Y are two independent random variables or not?
Justify your answer.

Q2: [4+4]

Lot w2l © if N=0
a) LeU X2\ o ey 4g, i N0

and Var(&)=c°, Var(N)=7°

} be a random sum and assume that E(&,)=x, E(N)=v

Prove that E(X)= uv and Var(X)= vo? + u°r?



b) The following experiment is performed: An observation is made of a Poisson
random variable N with parameter 1. Then N independent Bernoulli trials are
performed, each with probability p of success. Let Z be the total number of

successes observed in the N trials.

i) Formulate 7z as a random sum and thereby determine its mean and variance.
ii) What is the distribution of 77

Q3: [3+2+3]

An oil drilling company drills at a large number of locations in search of oil. The
probability of success at any location is 0.25 and the locations may be regarded as
independent.

a) What is the probability that the driller will experience 1 success if 10 locations
are drilled?

b) The driller feels that he will go bankrupt if he drills 10 times before experiencing
his first success. What is the probability that he will go bankrupt?

c) What is the probability that he will get the first success on the 10™ trial?




Q1:[4+5]

frv (X))
f (%)

a) f,, (y[x)=

f . (Xy)=8xy, 0<x<y<1

o0

v £, 00 = [ foey)dy

—00

:Jl. 8xydy

2 1
ZSX[y—}
2 X
o f (X)=4x(1-x%), 0<x<1

8xy
4x(1-x?)

_2y
1-x?

fY‘x (y|x)=

fY\x (y|%):%y’ O<y<1

b)

2 3 Py (X)
0 1/8 0 0 1/8
T 174 1/3 3/8
2 1/4 1/8 3/8
3 1/8 0 0 1/8
P, (y) 2/8 /3 2/8 Sum=1




E(X)=%, E(X*)=3, Var(X)=2
E(Y)=2, E(Y*)=3, Var(Y)=3
E(XY)=3

Cov(X,Y)=E(XY)-E(X)E(Y)=0

Cov(X,Y) -0

OxOy

pX,Y)=

— X and Y are not correlated

-+ for example, P(X=1,Y=1)=0, but P(X=1)P(Y=1) =$(3) =3
= P(X=1,Y=1) = P(X=1)P(Y=1)

. Xand Y are not independent r.vs
Q2: [4+4]

a)

(i) To prove that E(X)=uv

E(X):Z(; E[X|N =n]Py(n) pef of Total Expectation

g E(X):Zm: E[5 +&+ - +&y [N =n]Py (n) Def. of Random Sum

n=1

E E(X):Z;, E[g+&+ .. +5, |N =n]Py (n) Prop. of Conditional Expectation

g E(X):i E[& +& + ... +& 1P (n) where N is independent of &, &,, ...
 E(E)=u k=12, .0

L E(O=Y nuP, (n)

n=1

L E(X)=3 nP, ()



o E(X)=uE(N)=puv
(ii) To prove that Var(X)=vo? + u’r?

Var(X)=E[(X - uv)’]
=E[X - Nu+ N pu—-oul?
Var(X)=E[(X — N 11)*1+ E[1* (N —v)*]+ 2E[u(X = N p1)(N ~v)]

S ELX =N = L X~ N |V =nlP ()
=Y ELG &+ o +E, ) [N =P (1)
SEIX=NuY1=Y EG+E+ o +E, —np) 1P, (n)
wVar(E) =E(& - )’ =0, k=12,..,n
S E[(X=Nu)?] =i no’ Py (n)
=O'ZZ.O:RPN (n)
* EI(X- N )] =v0®, where S nPy(m)=v  (2)
E[w (N —v)*J=p*E[(N —v)*]
= E[P (N =)= 1’ Var(N) =u°t° (3)
Also,
E[u(X—Np)(N - U)]:ﬂi E[(X —nu)(n—v)|N =n]Py(n)
=4 (n = V)ELX =) [N =P (0)
~0 @

where E[(X —n,u)|N =n]=E(X—nu) independent prop.

=E(§+&+ S, —np)
=nu—-nu=0

Substitute (2), (3)and (4) in (1), we get

1)



Var(X)= ve? + u’r?
b)

i) Z=&+&,+..+&, N>0

E(&)=u=p, Var(&)=c’ = p(l-p)
E(N)=v=A4, Var(N)=ct*=1
" E(Z)=uv
~E(Z)=Ap
+ Var(2)=vo’ + u’c?
- Var(2)=Apd-p)+p°A
=Ap

ii) Z ~ Poisson(Ap)
Q3: [3+243]
a) This implies that n=10, p=0.25 and X=1

10) , ,
pr(x=l)=( Jp q

=10x0.25%0.75°
=0.1877

b) The probability that he will go bankrupt is given by

10
pr(x=0)=( }p"q ?
0
=0.25°x 0.75"
=0.0563

c) What is the probability that he will get the first success on the 10™ trial?

pr(x=10)=p(1-p)’
=0.25(0.75)°
=0.0188



