Second Semester Final Exam King Saud University
(without calculators) Time allowed: 3 hours College of Science

Sunday 6-8-1444 240 Math Math. Department

Q1: Solve the following system:
X, +X,—=2X;=1
X,=3X,=1
2X,=0

(i) by Gauss-Jordan elimination. (3 marks)

(ii) by Cramer's rule. (5 marks)

Q2: Using the following matrix, find (5 marks)

1
A=|1
1

w N
A O W
N R

(i) the basis of the row space of A.

(ii) the basis of the column space of A.

Q3: Let W={(x,0,x,0)|x € R}.

(i) Show that W is a subspace of R*. (3 marks)
(i) Find a basis of W. (2 marks)

(iii) Find dim(W). (1 mark)

1 2 2
Q4:IfA=10 1 -—-3| then
0 0 -1

(i) find its eigenvalues. (1 mark)

(ii) Show that A is not diagonalizable. (3 marks)

Q5: (i) Let P2 be the vector space of all polynomials of degree less than or equal to 2 with
the standard inner product. Compute <x,x*>. (1 mark)

(i) Let S={(1,1,1),(2,—1,2)} be a basis of a subspace of the Euclidean inner product space R>.
Apply the Gram-Schmidt process to transform S into an orthonormal basis. (4 marks)

Q6: Take V={A = [8 g] |a, b € R} which is a subspace of M,; and let T:V->R be the map

defined by T(A)=a+b for all matrices A in V. Show that:
(i) Tis a linear transformation. (2 marks)
(ii) Find a basis of ker(T). (2 marks)

(iii) Find [T]s,g where S={1} and Bz{[(l) g ’ [

(iv) Find rank(T). (2 marks)

Q7: (i) If B={u,v,w} is a basis of a vector space V, then find the coordinate vector (u+2w)g.

(1 mark)

(ii) If A is a diagonalizable matrix of order 3 and has only one eigenvalue, then show that A is

0 1

0 O]}. (2 marks)

diagonal. (1 mark)

(i) If B is a 5X7 matrix and its row echelon form (REF) has 4 leading ones, then find the
dimension of the solution space of the system Bx=0. (1 mark)

(iv) Show that 3 sin(x) + 4cos(x) < 5 for every real number x in R. (1 mark)



Q1: Solve the following system:

X, +X,—2X;=1

X,=3X,=1
2x,=0
Answer: (i) By Gauss-Jordan elimination: (3 marks)
11 21 1 0 1]0 1 0 0|0
01-417§;>01 41-5%70 1 01
0 0 2|0 0 0 10 0 0 10

= (X1, X,,%X3)=(0,1,0)
(ii) By Cramer's rule and Ax=b: (5 marks)

11 -2
IAl=j0 1 -3=2
00 2
11 -2
A =1 1 -3=0
00 2
11 -2
|A,l=0 1 -3=2
00 2
111
|Al=[0 1 1]=0
000

= (X1, X,,%X5) =(3,%,9) =(0,1,0)
Q2: Using the following matrix, find (5 marks)

1 2 3
A=/1 5 6
1 3 4
(i) the basis of the row space of A.
(i) the basis of the column space of A.
Answer:
1 2 31 1 2 31 1 01 -1
A=1561%§z>0330%>0110
1 3 4 2 1 11 011 1
1 01 -1 1 010
— e 510 11 0|—R25|0 1 1 0
0 00 1 0 001

(i) The basis of the row spaceis {{1010],[0110],[000 1]}

(i) The basis of the column spaceis {[1 1 1]",[253]",[112]"}

Q3: Let W={(x,0,x,0)|x € R}.

(i) Show that W is a subspace of R”. (3 marks)

(i) Find a basis of W. (2 marks)

(iii) Find dim(W). (1 mark)

Answer: (i) 1- If x=0, then (0,0,0,0)EW. So W=+0.

2- Suppose u=(x,0,x,0),v=(y,0,y,0)EW. Now,

u+v=(x,0,x,0)+(y,0,y,0)=(x+y,0,x+y,0). x+y € R implies that u+veW.

3- Suppose u=(x,0,x,0)EW & keR. Now, ku=(kx,0,kx,0). kx € R implies that kueWw.



1,2 and 3 imply that W is a subspace of R”.

(i) (x,0,x,0)=x(1,0,1,0). So, (1,0,1,0) spans W and also it is linearly independent since it is not
a zero vector. Thus, {(1,0,1,0)} is a basis of W.

(iii) dim(W)=1.

Q4:IfA =

1 2 2
0 1 —3], then
0 0 -1
(i) find its eigenvalues. (1 mark)
(ii) Show that A is not diagonalizable. (3 marks)
Answer: (i) since it is upper triangular, it has two eigenvalues which they are 1 and —1.
(ii)
A-1 =2 -2

Al-A=| 0 A-1 3

0 0 A+1

0 —2 -2 01 1 010
A=1=@OI-A=|0 0 3 %0 0 1|—Sasi0 0 1
oo 2| 7 |o : 0

1

=Yy =2=0x=t&t=1=C, =|0

0

So, the algebraic multiplicity of 1 is 2 which is not equal to its geometric multiplicity=1.
Therefore, A is not diagonalizable.

Or
1 0 O

Suppose A is diagonalizable. So, it is similarto D =0 1 0 | and then A=P'DP. Thus,
0 0 -1

A’=PD?P*=PIP*=I. But 4% = # 1, a contradiction.

i

Q5: (i) Let P2 be the vector space of all polynomials of degree less than or equal to 2 with

Thus, A is not diagonalizable.

the standard inner product. Compute <x,x*>. (1 mark)
(i) Let S={(1,1,1),(2,—1,2)} be a basis of a subspace of the Euclidean inner product space R>.
Apply the Gram-Schmidt process to transform S into an orthonormal basis. (4 marks)

Answer: (i) <x,x*>=0.

(ii)
u, =@11),u, =(2,-1,2)
v,=u,=(111)

<U,V, > <(2,-1,2),(1,11) >
V,=Uu,——=——v.=(2,-12)-
S 7 N (P |

w I

=(2,-1,2)——= (1,1,1) =(2,-1,2)-(111)=(1-2,1

110

(1,1,1)

W= - 1
e
5 1

el VB

w (1,-2,1)



Q6: Take V={4 = [g g] |a, b € R} which is a subspace of M,; and let T:V->R be the map

defined by T(A)=a+b for all matrices A in V. Show that:
(i) Tis a linear transformation. (2 marks)
(ii) Find a basis of ker(T). (2 marks)

(iii) Find [T]s g where S={1} and B={[(1) 8], [8 (1)]} (2 marks)

(iv) Find rank(T). (2 marks)
a bl,_[a b ,
5 0],3_[0 O]EV, kE R:

a+ad b+Db
0 0

ka Kb\ . .
o D-ka + kb= k(a + b)=kT(A)

Answer: (i) Forall A = [

1-T(A+8)=T (| |)za+a +b+b=(@+b)+ (@ +b)=T(A)T(B)

2-T(kA)=T ([
So Tis linear.

(i) ker(T)=(A€ v [T(A)=0}={[¢ 7

={[s e Viaer] =O{a ([)(1) _01] € VlaeR}.

So, {[(1) _01]} is a basis of ker(T).

(i) T([(l) 8]) — 1and T([g é]) —1.

Now,

i ([(1) 8])]5 =1&|r ([g 3])]5 — 1. Therefore, [Tlss=[1 1].

(iv) From (ii), nullity(T)=1 and hence rank(T)=dim(V)-nullity(T)=2—1=1.

Q7: (i) If B={u,v,w} is a basis of a vector space V, then find the coordinate vector (u+2w)s.

(2 mark)

Answer: As u+2w=1u+0v+2w and writing a vector as a linear combination of the vectorsin B

| e via+b=0}={[ g]e Vlb = —a}

is unique, so (u+2w)g=(1,0,2)

(ii) If A'is a diagonalizable matrix of order 3 and has only one eigenvalue, then show that A is
diagonal. (1 mark)

Answer: Suppose A is the eigenvalue of A. Since A is diagonalizable, A=PDP-1. So,

A 0 0 1 0 0 1 0 0
A=Plo 2 OP‘1=P</10 1 ODP—l:APo 1 0]13—1
0 0 A 0 0 1 0 0 1
A 0 0
=,1PP—1=/11=[0 A 0]
0 0 A

(iii) If B is a 5X7 matrix and its row echelon form (REF) has 4 leading ones, then find the
dimension of the solution space of the system Bx=0. (1 mark)

Answer: nullity(B)=n—rank(B) =7—4=3

(iv) Show that 3 sin(x) + 4cos(x) < 5 for every real number x in R. (1 mark)

Answer: Let RZ be the Euclidean inner product space. Using Cauchy-Schwarz inequality:

((3,4), (sin(x), cos(x))) < |((3,4), (sin(x), cos(x)))|
< 13,9 l||(sin(x), cos(x))|| = V254/sin2(x) + cos2(x) = 5(1) = 5




