CHAPTER 6: Usng Sample Data to Make Estimations
About Population Parameters

6.1 Introduction:

Statistical Inferences: (Estimation and Hypotheses Testing)

It is the procedure by which we reach a conclusion about a
population on the basis of the information contained in a sample
drawn from that population.

There are two main purposes of statistics;

e Descriptive Statistics: (Chapter 1 & 2): Organization &

summarization of the data

o Statistical Inference: (Chapter 6 and 7). Answering

research questions about some unknown population
parameters.
(1) Estimation: (chapter 6)
Approximating (or estimating) the actual values of the unknown
parameters:

- Point Estimate: A point estimate is single value used to
estimate the corresponding population parameter.

- Interval Estimate (or Confidence Interval): An interval
estimate consists of two numerical values defining a range
of values that most likely includes the parameter being
estimated with a specified degree of confidence.

(2) Hypothesis Testing: (chapter 7)

Answering research questions about the unknown parameters of
the population (confirming or denying some conjectures or
statements about the unknown parameters).
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6.2 Confidence Interval for a Population Mean (u) :

In this section we are interested in estimating the mean of

acertain population (u).
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(i) Point Estimation of w:

Sample size

Sample mean = X

. _ Q2
Sample variance= S

Sample:
Sample Size=n

Samplevalues: X, Xy ..., X
2%

Sample Mean: X =

n

” (Xi - ;()

Sample Variance: s2 ==

n-1

A point estimate of the mean is a single number used to
estimate (or approximate) the true value of x .
- Draw arandom sample of size n from the population:

- X, X%

- Compute the sample mean: X = %

Result:

» %n

The sample mean Y:%i x, 1S a"good" point estimator of the

i=1

population mean ().
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Chapter 6 : Confident Interval (C.I)

(1-a) % confident level

* How to get a when confidence level (1-a) % known

Examplel :

If we are 95% confident ,find a ?
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(i) Confidence Interval (Interval Estimate) of u:
An interval estimate of 4 is an interval (L,U) containing
the true value of x "with aprobability of 1-«a".
(confidence level), degree of confidence
* 1-a =iscalled the confidence coefficient (level)
* L = lower limit of the confidence interval
* U = upper limit of the confidence interval

Result: (For the case when & isknown)
(@ If X, X,...,X, isarandom sample of size n from a normal

distribution with mean x and known variance o2 , then:
A (1-a)100% confidence interval for x is:

-2 /N 1—% n
v o 3 o
X-2Z ,— <u< X+2Z ,—
1—E,ln 1—E,ln

(b) If X, X,...,X, isarandom sample of size n from a non-
normal distribution with mean x and known variance o? , and
if the sample size nislarge (n> 30), then:

An approximate (1-«)100% confidence interval for y is:

XJ_rZLg Oy
2

Xtz T
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Note that:
1. We are (1- «)100% confident that the true value of x belongs

' X-7Z — X+z =2
to theinterval ( +Z Jﬁ)'

-54n =3

2. Upper limit of the confidenceinterval = X+ Zl_z %
2
O
1-

>

3. Lower limit of the confidenceinterval = X -Z -

NI R

4. Z . = Reliability Coefficient

2

5 Z X% = margin of error = precision of the estimate

e
2

6. In genera the interval estimate (confidence interval) may be
expressed as follows:

X+ Zl_g Oy

2

estimator + (reliability coefficient) x (standard Error)

estimator + margin of error

6.3 Thet Distribution:
(Confidence Interval Usingt)

We have dready introduced and discussed the t
distribution.
Result: (For the case when o isunknown + normal population)+ n < 30
If X, X,...,X, isarandom sample of size n from a normal
distribution with mean x and unknown variance «* , then:
A (1-«)100% confidence interval for 4 is:

Xitl_g Oy
2
X+t >
l—E n
X -t ai,iﬂ ai
1—5 n 1—5\/3
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where the degrees of freedomiis:
df =v=n-1.
Note that:
1. We are (1- «)100% confident that the true value of x belongs

- S < S
to the interval [X ey X+t ﬁj
n S

2. Ox = ﬁ (estimate of the standard error of X)
3. t_. =Reliahility Coefficient

2
4. Inthis case, wereplace 0 by S and Z by t.
5. In general the interval estimate (confidence interval) may be
expressed as follows:
Estimator + (Reliability Coefficient) x (Estimate of the Standard Error)

X itl_ﬂ Oy
2

Notes: (Finding Reliability Coefficient)
(1) We find the reliability coefficient Zl_g from the Z-table as

2

follows:
2 - table

/Tm” c
N &

(2) We find the reliability coefficient t . from the t-table as

N |

follows. (df =v =n-1)




Example:
Suppose that Z ~ N(0,1). Find Zl_ﬁ for the following cases:

2
(1) a=01 (2) a=0.05 (3) a=0.01
Solution:
(1) For a =0.1:

1—%:1—0—;:0.95 = Z ., = Zogs = 1.645
2

(2) For a =0.05:

1—% :1_0._;)5 =0.975 = Zl « — Zoors = 1.96.

2
(3) For a =0.01:
1—% = 1—0'—21 =0.995 = Z = Zg.995 = 2.575.

Z - table

ey | 007 008

|
2.5/ 0.9949 0.9951

Example:
Suppose that t ~ t(30). Find t_« for o =0.05.
2

Solution:
df =v=30
1-%-1- 98 _gg75 = U, =g =20423
2 2 -5
t(30) 1 table
it 0.975
; \» 30— 2.0423
to.075
= 2.0423



The Confidencelnterval (C.1) for the Population Mean u:

The(1 — a)100%

Confidence Interval for
the Population Mean u

- ] - . 2
1 .15 Eno()rwr?l Sl oL {20562 I —_INormal Distribution+
2. Non-Normal Distribution a2 isunknown + n< 30.
+n > 30+ o?is known.
> S
74 4 X + t. a—
Xt+7Z N — "1—2n
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Example: (Thecasewhere ?isknown)

Diabetic ketoacidosis is a potential fatal complication of
diabetes mellitus throughout the world and is characterized in
part by very high blood glucose levels. In a study on 123
patients living in Saudi Arabia of age 15 or more who were
admitted for diabetic ketoacidosis, the mean blood glucose level
was 26.2 mmol/l. Suppose that the blood glucose levels for such
patients have a normal distribution with a standard deviation of
3.3 mmol/I.

(1) Find a point estimate for the mean blood glucose level of
such diabetic ketoacidosis patients.
(2) Find a 90% confidence interval for the mean blood glucose
level of such diabetic ketoacidosis patients.
Solution:
Variable = X = blood glucose level (Continuous quantitative variable).
Population = diabetic ketoacidosis patients in Saudi Arabia of
age 15 or more.
Parameter of interestis. = the mean blood glucose level.

Distribution is normal with standard deviation =3.3.
? isknown (o? =10.89)

X ~Normal( , 10.89)
= ?? (unknown- we need to estimate )

Sample size: n=123 (large)

Samplemean: X =26.2
(1) Point Estimation:

We need to find a point estimate for

X =26.2 isapoint estimate for

(2) Interval Estimation (Confidence Interval = C. 1.):
We need to find 90% C. I. for
90% = (1- )100%

1- =09« =O.1<:>E=O.O5 h— 1—E=0.95

o= Logs =1.645

2

90% confidenceinterval for is:

The reliability coefficient is: Z
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e
3.3 3.3

26.2—-(1.645)—— , 26.2+(1.645)——

( ( ) V123 ( ) N, 123j

(26.2—-0.4894714 , 26.2+ 0.4894714)
(25.710529 , 26.689471)

We are 90% confident that the true value of the mean x liesin
theinterval (25.71, 26.69), that is:
25.71< u <26.69

Note: for this example even if the distribution is not normal, we
may use the same solution because the sample size n=123 is
large.

Example: (Thecasewhere s isunknown)

A study was conducted to study the age characteristics of
Saudi women having breast lump. A sample of 21 Saudi
women gave a mean of 37 years with a standard deviation of 10
years. Assume that the ages of Saudi women having breast
lumps are normally distributed.

(@) Find a point estimate for the mean age of Saudi women
having breast lumps.

(b) Construct a 99% confidence interval for the mean age of
Saudi women having breast lumps

Solution:

X = Variable = age of Saudi women having breast lumps
(quantitative variable).

Population = All Saudi women having breast lumps.

Parameter of interest is. x= the age mean of Saudi women
having breast lumps.

X ~Normal( 4, %)

M =7?? (unknown- we need to estimate )

o2 = 7? (unknown)

Sample size: n=21

Samplemean: X =37

Ly


3baya
Text Box
21

3baya
Text Box
21

3baya
Highlight Text

3baya
Highlight Text

3baya
Highlight Text

3baya
Highlight Text

3baya
Highlight Text

3baya
Highlight Text

3baya
Highlight Text


Sample standard deviation: S=10

Degrees of freedom: df =v = 21 - 1 =20

(@) Point Estimation: We need to find a point estimate for ..

X =37 isa"good" point estimate for 4.

i~ 37 years

(b) Interval Estimation (Confidence Interval = C. I.): We need to

find99% C. |. for K.
99% = (1-«)100%

1-a=099< =001 < %: 0005 < 1—% —0.995

v =df = 21-1=20
Thereliability coefficientis: t_, = togs =2.845

2

t - table
e df 0.995

l

20 —> 2.845

0.995 0.005

to.995 =2 g45

99% confidence interval for . is:
S

X+t =
1—% Jn

10
37 + (2.845)
= V21

37 + 6.208
(37 — 6.208,37 + 6.208)
(30.792,43.208)
30.792 < u < 43.208

We are 99% confident that the true value of the mean p lies in
the interval ( 30.792,43.208 )

Lo
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6.4 Confidence Interval for the Difference between Two
Population Means (u,—py):

Suppose that we have two populations:
e 1-st population with mean p,; and variance o
e 2-nd population with mean p, and variance o,
e We are interested in comparing p; and p,, oOr
equivalently, making inferences about the difference
between the means (p—Liy).

¢ \We independently select a random sample of size n, from
the 1-st population and another random sample of size n,
from the 2-nd population:

e Let X; and S be the sample mean and the sample
variance of the 1-st sample.

e Let X, and S5 be the sample mean and the sample
variance of the 2-nd sample.

e The sampling distribution of X, - X, is used to make
inferences about p—pip.

1-st Population 1-st Sample

2-nd Population 2-nd Sample

independent

ele
(&2
N\

{%} J
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(34.62 , 39.38) We are 99% confident that the true value of the mean µ lies in

the interval ().61 , 39.39 , that is: 34.62 < µ  < 39.38

6.4 Confidence Interval for the Difference between Two Population Means (µ1−µ2):

Suppose that we have two populations: • 1-st population with mean µ1 and variance σ12 • 2-nd population with mean µ2 and variance σ22 • We are interested in comparing µ1 and µ2, or equivalently, making inferences about the difference between the means (µ1−µ2). • We independently select a random sample of size n1 from the 1-st population and another random sample of size n2 from the 2-nd population: • Let X1 and S12 be the sample mean and the sample variance of the 1-st sample. •

2 Let X 2 and S 2 be the sample mean and the sample

variance of the 2-nd sample. • The sampling distribution of X1 − X 2 is used to make inferences about µ1−µ2.

113

34
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Recall:

1. Mean of X; - X, is: Mg 5, =t~ Hy
: . 2 _ 0'12 J22
2. Varianceof X; - X, is: O%-%, ~ T
nl n2

o ol o,
3. Standard error of X; - X, is. 0% x, = P
1 2

4. If the two random samples were selected from normal
distributions (or non-normal distributions with large sample

sizes) with known variances o; and o3, then the difference
between the sample means ( X; — X,) has a hormal distribution

with mean (1, — 1,) and variance ( (o7 /n) + (o3 /n,)) , that is:

2 2
e — o, O
X.—X. ~N — 422
° 2 (ﬁﬁ Ho n, an
(Xy = X,) = (1, — 1)
o Z="T—=""""2N(0,1)
0, , 0,
nl n2

Point Estimation of p—p,:
Result:
X, - X, isa"good" point estimate for p;—.

Interval Estimation (Confidence Interval) of pi—p,:
We will consider two cases.
(i) First Case: ¢ and o2 are known:
If o7 and o5 are known, we use the following result to

find an interval estimate for py,—p,.

Result:

A (1-0)100% confidence interval for p,—pu, is:
(Xl_xz)izl a O

2

X=X,
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X, -X,)+Z
( 1 2) 17% nl n2
2 2 2 2
((‘1—&)—2 [T (X -X)+Z, [ 2}
=\n n -2 n
2 1 2 nl 2

=in n, =y n,

Estimator + (Reliability Coefficient) x (Standard Error)

(i1) Second Case:
Unknown equal Variances: (¢2=c2=c" isunknown):
If 62 and o2 are equa but unknown (o2=c3=c°), then the
pooled estimate of the common variance 6° is
g2 _ (-0 +(n, -1S
P n +n, —2
where S? is the variance of the 1-st sample and S; is the
variance of the 2-nd sample. The degrees of freedom of Sg IS
df=v=n+n,-2.
We use the following result to find an interval estimate for
u;—u, when we have normal populations with unknown and
equal variances.

Result:
A (1-0)100% confidence interval for pu,—pu, is:
. . SZ SZ
(Xl_xz)it a —+—2
= n

_ 2 g _ S
(Xl_xz)_t a _p+_p ) (Xl_X2)+t a _p+_p
1_5 n, n, 1_5 n n,

where reliability coefficient t . is the t-value with

2
df=v=n;+n,—2 degrees of freedom.

Example—1® Case: o7 and o2 areknown)

s
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The Confidencelnterval ( C.1 )for the Differencebetween two
PopulationMeansu; — u,:

The (1 — a)100%

Confidence Interva for the
Difference between two
Population Means

U1 — U
1. Normal Distribution + ¢ and
a2 areknown Normal Distribution + n,,n, < 30
2. Non-Normal Distribution + + 0?= 0% = g2 areunknown but
—nq,n, =30+ 0 and 62 are equal
known.
F-R) 4t oS |S4
2 2 - aS, |—+—
_ _ 0-1 0-2 ! 27 = 1_5 b n n;
X1—X)+Z a|—+—
(X1—X2) -2 0 T,
pooled variance:

J(n1 —1)S2 + (n, — 1)S2
Sp=

2
,d.f=n,+n,—2
n,+n,—2 1o




Example:
An experimentwasconductedo compardime lengtr

(duration time) of two types of surgeries (A) and (B). 75
surgeries of type (A) and 50 surgeries of type (B) were
performed. The average time length for (A) was 42 minutes and
the average for (B) was 36 minutes.

(1) Find a point estimate for ua—ug, where pu, and g are
population means of the time length of surgeries of type (A) and
(B), respectively.

(2) Find a 96% confidence interval for p,—ug. Assume that the
population standard deviations are 8 and 6 for type (A) and (B),

respectively.
Solution:
Surgery Type(A) Type(B)
Sample Size Nan =75 ng=50
Sample Mean X,=42 Xz=36

Population Standard Deviation 5, =8 cg =6

(1) A point estimate for puy—ug IS:
X,—Xgz =42-36 = 6.

(2) Finding a 96% confidence interval for pua—peg:

o=7?
96% = (1-)100% <> 0. 96 = (1-0)) <> a=0.04 < /2 = 0.02
Reliability Coefficient: £« =Zgeg = 2.055

2

A 96% C.I. for pa—pgis:

8 6?
Z —+—
08\ 75 50

6+ (2.055) |24, 3
75 50
6+ 2578

6+
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We are 96% confident that uy—ug €(3.42, 8.58).

Note: Since the confidence interval does not include zero, we
conclude that the two population means are not equal (ua—pg#0
< ua#up). Therefore, we may conclude that the mean time
length is not the same for the two types of surgeries.

Example: (2™ Case: 52=c2 unknown)

To compare the time length (duration time) of two types of
surgeries (A) and (B), an experiment shows the following results
based on two independent samples:

Type A 140, 138, 143, 142, 144, 137

TypeB: 135, 140, 136, 142, 138, 140
(1) Find a point estimate for pa—ug, where pa (ug) is the mean
time length of type A (B).
(2) Assuming normal populations with equal variances, find a
95% confidence interval for pa—pg.

Solution:
First we calculate the mean and the variances of the two
samples, and we get:

Surgery Type(A) Type (B)
Sample Size Ny =6 ng =6
Sample Mean X o= 140.67 Xz = 138.50

Sample Variance S, =7.87 S =7.10

(1) A point estimate for puy—ug IS:
X, — Xg =140.67 — 138.50 = 2.17.

(2) Finding 95% Confidence interval for pa—ug:

95% = (1-0)100% < 0. 95 = (1-0) < 0=0.05 < /2 = 0.025
df =v= NatNg — 2=10
Reliability Coefficient: t . = toers = 2.228

2
The pooled estimate of the common varianceis.

Cory
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_(na-DSk+(ng -)Sg

- Na+Ng —2

_ (6-1)(7.87) + (6-1)(7.)
B 6+6-2

A 95% C.I. for pa—pugis:

2
Sp

=7.485

.S
1_% Ny, Ng
7.485 N 7.485
6 6
2.17+3.519
—1.35< pa—ug < 5.69
We are 95% confident that puy—ug €(—1.35, 5.69).
Note: Since the confidence interval includes zero, we conclude
that the two population means may be equa (ua—ps=0 <

ua=ug). Therefore, we may conclude that the mean time length
Is the same for both types of surgeries.

()?A_ XB)it

2.17 +(2.228) \/

6.5 Confidence I nterval for a Population Proportion (p):

Population Sample

Elements of

Type " A " Type A
Others |—> |n(A) /Others

N(A) n-n(A)

N-N(A
@) Sample size =n

Population size =N
Recall:
1. For the population:
N(A)=number of elementsin the population with a
specified characteristic “A”
N = total number of elementsin the population
(population size)
The population proportion is:
_N(4)
Y
2. For the sample;

(p is a parameter)
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n(A)=number of elementsin the sample with the same
characteristic “A”
n =samplesize
The sample proportion is;
. n(A)

p=—"> (P isadtatistic)

3. The sampling distribution of the sample proportion ( f’) IS
used to make inferences about the population proportion (p).
4. Themean of (P)is: Hy =P
R 1-
5. The variance of (P)is. o} :p(Tp)

6. The standard error (standard deviation) of ( p )is.
_ |pd-p)

p .
n
7. For large sample size (n>30,np > 5,n(1- p) > 5), the sample
proportion ( l5) has approximately a normal distribution with

mean 4 = P and avariance o3 = p(Ll- p)/n, that is:

- pd-p)
p~N ( P, j (approximately)

__P-p _ |
2= p(1- p) NQ©.D (approximately)

n

(i) Point Estimate for (p):
Result:
A good point estimate for the population proportion (p) is

the sample proportion ( P ).

(i) Interval Estimation (Confidence Interval) for (p):
Result:

For large sample size (n>30,np>5n(l-p)>5), an
approximate (1- « 100% confidence interval for (p) is:




; p1-p)
p* Zl,z -

2
5oz [PA=P) 4 ,  [PO=D)
1—% n ’ 1—% n

Estimator + (Reliability Coefficient) x (Standard Error)

Example;

In a study on the obesity of Saudi women, a random
sample of 950 Saudi women was taken. It was found that 611 of
these women were obese (overweight by a certain percentage).
(1) Find a point estimate for the true proportion of Saudi women
who are obese.

(2) Find a 95% confidence interval for the true proportion of
Saudi women who are obese.

Solution:

Variable: whether or not awomen is obese (qualitative variable)
Population: all Saudi women

Parameter: p =the proportion of women who are obese.

Sample:

n =950 (950 women in the sample)

n(A) =611 (611 women in the sample who are obese)

The sample proportion (the proportion of women who are obese
inthe sample.) is:

b= n(A) _811_ Leu3
n 950
(1) A point estimate for pis: p=0.643.

(2) We need to construct 95% C.1. for the proportion (p).
95% = (1- 2 J100% < 0.95=1-q < & =0.05 < % =0.025 1—% =0.975

Thereliability coefficient: Z , = o5 =1.96.

_a
2

A 95% C.I. for the proportion (p) is:




(0.643)(1-0.643)
950
0.643 + (1.96)(0.01554)

0.643+0.0305
(0.6127 , 0.6735)

We are 95% confident that the true value of the population
proportion of obese women, p, lies in the interval (0.61, 0.67),

that is:

0.643 + (1.96)\/

0.61<p<0.67

6.6 Confidence Interval for the Difference Between Two
Population Proportions( P, — Py):

1-st Random Sample

1-st Population of szie =nq

Type A

Others —_— Others
ny—=X4

independent
2-nd Random Sample Samples

2-nd Population of szie=no

Type A

Others | —> )
ny—Xy

Suppose that we have two populations with:

e p, = population proportion of elements of type (A) in the
1-st population.

e P, = population proportion of elements of type (A) in the
2-nd population.

e We are interested in comparing p; and p,, or equivalently,
making inferences about p; — p..

¢ We independently select a random sample of size n,; from
the 1-st population and another random sample of size n,
from the 2-nd population:

ey




Let X, =no. of elements of type (A) in the 1-st sample.
Let X, = no. of elements of type (A) in the 2-nd sample.

A X ]
P, =—* = the sample proportion of the 1-st sample

nl
. X
o [P :n—j = the sample proportion of the 2-nd sample

e The sampling distribution of P,— P, is used to make
inferences about p, - p,.
Recall:

1.Meanof P — D is 45 5 =P— P,

2. Varianceof P —p, is: Gél—bz _ PG, PG

n n,
3. Standard error (standard deviation) of P, — P, is:
P4 | P.0;
Oy o~ = L
P1— P2 \/ n + n,

4. For large samples sizes
(n, >230,n, >30,n,p, >5,nq, >5n,p, >5n,0, >5), we have

that P,— P, has approximately normal distribution with mean

. 2 .
Hp _p, = P1 = P2 and variance Op,-p, = plniql + p;% ,that is:
2

P, Po
nl n2

f)l_ f’z ~N (pl — P2, j (Approximalely)

7 — (ﬁl_ bz)_(pl_ pz)

P Ch , P, O,
nl n2

~N(0,1) (Approximately)

Note:g, =1-p, and @, =1-p,.

Point Estimation for p,— p,:
Result:
A good point estimator for the difference between the two

proportions, p;— p,, is:
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L. XX,
Pi=P =i

|nterval Estimation (Confidence Interval) for p;— py:
Result:

For large n; and n, an approximate (1-o)100%
confidence interval for p;— p»is.

\/m DG

D,—p,)*tZ
(pl p2) l_g nl n2

2

\/plql Bl o bz \/plql . szzJ
n, n, 2 n, n,

[(ﬁl_ ﬁz) - Zl_a

Estimator + (Reliability Coefficient) x (Standard Error)

Example:

A researcher was interested in comparing the proportion of
people having cancer disease in two cities (A) and (B). A
random sample of 1500 people was taken from the first city (A),
and another independent random sample of 2000 people was
taken from the second city (B). It was found that 75 people in
the first sample and 80 people in the second sample have cancer
disease.

(1) Find a point estimate for the difference between the
proportions of people having cancer disease in the two cities.

(2) Find a 90% confidence interval for the difference between
the two proportions.

Solution:

p, = population proportion of people having cancer diseasein

thefirst city (A)

P, = population proportion of people having cancer diseasein

the second city (B)

p, = sample proportion of the first sample
p, = sample proportion of the second sample
X 1= number of people with cancer in the first sample
Xo= number of people with cancer in the second sample
For the first sample we have:

n, = 1500 , X1=75

ke



. X, 75
=—2=——=0.05 4 =1— —
Py n 1500 , g, =1-0.05=0.95
For the second sample we have:
n,=2000 , X,=80
p, = X, 80 =0.04
n, 2000 ’
(1) Point Estimation for p;— po:
A good point estimate for the difference between the two
proportions, p;— p,, Is:
p,— P, =0.05-0.04
=0.01

(2) Finding 90% Confidence Interval for p;— p.:
90% = (1-0)100% < 0. 90 = (1-a) < 0=0.1 < o/2 = 0.05
Thereliability coefficient: Z . =2 =1645

G, =1-0.04=0.96

2

A 90% confidence interval for p;— pais:

(b-p)+2Z \/plql PG,
2 n N,

(E’l B f’z) T Z0.95 \/ p;?l + p;?z

(0.05)(0.95) _ (0.04)(0.96)

0.01+1.645 \/
1500 2000
0.01+ 0.01173

—-0.0017 < py— p., <0.0217
We are 90% confident that p;— p, € (—0.0017, 0.0217).
Note: Since the confidence interval includes zero, we may
conclude that the two population proportions are equal (p;—
P>=0 < p;= p,). Therefore, we may conclude that the proportion
of people having cancer isthe same in both cities.
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CH ER 7: Using Sample Statistics To Test Hvpotheses
About Population Parameters:

In this chapter, we are interested in testing some
hypotheses about the unknown population parameters.

7.1 Introduction:

Consider a population with some unknown parameter 0. We
are interested in testing (confirming or denving) some
conjectures about 8. For example, we might be interested in
testing the conjecture that 0 > 0, where 8, is a given value,

e A hypothesis is a statement about one or maore

populations.

» A research hypothesis is the conjecture or supposition
that motivates the research.

o A statistical hypothesis is a conjecture (or a statement)
concerning the population which can be evaluated by
appropriate statistical technique.

e For cxample, if @ is an unknown parameter of the
population, we might be interested in testing the
conjecture saling thalt @ = 8, against © < 0, (for some
specific value 8,).

» We usually test the null hypothesis (H,) against the
alternative (or the research) hvpothesis (Hy or Ha) by
choosing one of the following situations:

(i) Ho:0=0, against H.:6=20,
(ii) H,: 020, against Hy:0<0,
(iii) Hyi:8<8, against Ha0=0,

« Equality sign must appear in the null hypothesis.

® Hy is the null hypothesis and Hy is the alternative
hypothesis. (H, and H, are complement of each other)

¢ The null hypothesis (H,) is also called "the hypothesis of
no difference”.

» The alternative hypothesis (Hy) is also called the research
liypothesis,

l King Saud University {-;'15 E: Dr. Abdullah Al-Shila
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e There are 4 possible situations in testing a statistical

hypothesis:
Condition of Null Hypothesis H,
(Nature/reality)
S H, is true H, is false
Possible | Accepting H, | Correct Decision | Type Il error
Action N ()
(Decision) | Rejecting H, | Type lerror | Correct Decision
(L)

® There are two types of Errors:
o Typelerror= Rejecting H, when H, is true
P(Type I error) = P(Rejecting Ho | Ho is true) = o
< Type Il error = Accepling Ho when Ho is false
P(Type Il error) = P{Accepting Ho | Ho is false) = [}

The level of significance of the test 15 the probability of
rejecting true H:

o = P(Rejecting H, | H,, is true) = P(Type 1 error)

There are 2 types of alternative hypothesis:
o One-sided alternative hypothesis:
- Hp:8 28, against Hy: 0 <0,
- Hp: B £48, against Hy:0>0,
a Two-sided alternative hypothesis:
- Hy:0=8, against Ha:0=0,

We will use the terms "accepting” and "not rejecting”
interchangeably. Also, we will use the terms "acceptance”
and "nonrejection” interchangeably.

e We will use the terms “aceept" and "fail to reject”
interchangeably

The Procedure of Testing H, (against H,):
The test procedure for rejecting H, (accepting H,) or
aceepting 11, (rejecting Hy) involves the following steps:

King Saud University i Or. Ahdullsh Al-Shika |
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1- Determining Hypothesis

2. Determining a test statistic (T.S.)

We choose the appropriate test statistic based on the point

estimator of the parameter,

The test statistic has the following form:

Estimaie = hypothesized parameter
Standard Ervor of the Estimaie

3. Determining the level of significance ()

o= 0.01, 0.025, 0.05, 0.10
4. Determining the rejection region of H, (R.R.) and the
acceptance region of H, (AR.).
The R.R. of H, depends on H, and
¢ H, determines the direction of the R.R. of H,
e @ determines the size of the R.R. of H,

(o = the size of the R.R. of H, = shaded area)

Test statistic =

/ :
: - } H'h.
R.R. AR olHg KR AR ol Hg "R R.R AR o Mg
of Hy of bg ol Hy ol My
| Ha: 8 =10, Hy: 6> 0, Ha: B <6,
| Two-gided alternative | One-sided altemative | One-sided alternative
5. Decision:

We reject H, (and accept Hy) if the value of the test
statistic ('1'.5.) belongs 1o the R.R. of H, . and vice versa.
MNotes:
I. The rejection region of H, (R.R) is sometimes called "the
critical region".
4. The values which separate the rejection region (R.R.) and the
aceeptance region (AR are called "the eritical values” or Relibility Cofficient.

7.2 Hypothesis Testing: A Single Population Mean {(u):

Suppose that Xy, X, ..., X, is a random sample of size o
from a distribution (or population) with mean u and variance &,

We need to test some hypotheses (make some statistical
mlerence) about the mean (),

[ King Saud University ,{Tn | Dr. Abdullah Al-Shilia J
h—V—J
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Chapter7: T,

Fiest Case.

H

 Hepsg
Hytpryy

T

t

ulation me :

Haid £pn
Hazid =g

Heip & s
| Haill < e

@ I5 known; Mormal m‘mirl__-nnfm1 Distributionin >30)]

Test Statistic
(T.5.)

Rejection
Region( LR
&
Aeeeplanee
Regioni A1)

Reliability Cosfficient |
~ critical values

_ X g

Beckslan:
Rejact Hy if the

Reject H, [ACcept Hy) 3

i
1 —ar N

Aol %

t the significant level a if :

folbawing comdition
salisfies

£ :"I‘I-tﬂ
Or L <- I;ﬂ:

Z> z1-u:
[one - Sided Test) |

1 = = -21-“
[ene — Sided Test)

Kmdﬂue

o is unknown; Normal ,n <30 {small)

Test Stitistic
(T.S.)

‘E = Hg
S

i

df=n-1

Rejection
Hegion(R.R)
B
Abcepante
Hegoni A H |

i

e
of Hy

s I |

R

i My

AR ottty N

“Heg

Decision :
Reject Hy if the

| Reliability Coefficient |

“thap OF o

tiq

Reject Hy (Accept Hy) at the s‘ugnifl-cé-nt'ievﬂ aif:

Following condition
satisfios

T>tiap

orT=<- o
{Two — Sided Test|

Tata

_ lone - Sided Test)

414

T o tl.-n
{one = Sided Test]

o Is unknown; Non-Normal ,n >30 (Large)

Test Statistic X = g
(I.8.) = S
Rejection Region Use the same B.R & AR asIn First Casn[Z Casa]

=128
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Example: (first case; variance ¢ is known)

A random sample of 100 recorded deaths in the United States
during the past year showed an average of 71.8 years. Assuming
a population standard deviation of 8.9 vear, does this seem to
indicate that the mean life span today is greater than 70 vears?
Lse a 0.05 level of significance.

Solution:

=100 (large),

o=89( oknown)

=718 0=89 (¢ isknown )

1 =average (mean) life span

= 1

o =005

1} Hypotheses:

He: i < 70 I:Jl n=?U}
Ha: w =70 (research hypothesis)

-129-
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Hoon=T0  (p,=70)
Ha =70 (research hypothesis)
Test statistics (T.8.) :

g X—dy AT _, .,
aivdn 89100 T
Level of significance:
=0.05 1- 0=0.95

Rejection Region of H, (R.R.): (eritical region) js 7 e =Z ggg 1645
We should reject H, it z(est) >z
2.02 > 1.645 (condition satisfied)

Decision ;" we reject H,
accept H o

Another solution :
From curve:
1)determine test value on graph

2) Z(test)=2.02 in R.R,then
reject H,

Note: Using P- Value as a decision tool:

P-value is the smallest value of o for which we can reject
the null hypothesis H,.
Caleulating P-value;
* Caleulating P-value depends on the alternative hypothesis

Ha.
* Suppose thal z,. = = '% is the computed value of the test
Statistic.

* The following table illusirates how to compute P-value, and
how 1o use P-value for testing the null hypothesis:

[ h.ll!lg o L I|]'|-LF."|!I1_'| |30 i Abdullal r"'-l-."':|l1l‘l.1



3baya
Text Box
   we reject Ho

3baya
Text Box

3baya
Text Box

3baya
Text Box

3baya
Text Box

3baya
Typewritten Text
 

3baya
Text Box
RR of Ho
0.05

3baya
Text Box
Z=2.02 

3baya
Text Box
Ho


Z =Z(test)

\ 93

Alternative Hypothesis: | HA: p#po HA: p= po HA: < po
P - Value BT Ze) |PE>Ze) [ MZ>F) B
Significance Level = 1}
Decision | Reject Ho if P-value < a.
Example:
Ior the previous example, we have found that:
P L P
" oalm

The altemative hypothesis was HA: 1 > 70.
P-Value= P (72> 7

= /L2 202)= 1=~ P(Z< 2.02)= 1- 0.9783 = 0.0217
The level of significance was & =10.05. Decision :RejectH If
Since P-value = a , we reject H,

P-value < a

0.0217<0.05
Example: (second case: variance is unknown) v
The manager of a private clinie ¢laims that the mean time of the then
patient-doctor visit in his clinic is 8 minutes. Test the hypothesis reject HO

that u =8 minutes against the allernative that ;@ = 8 minutes if s
random sample of 25 patiem-doctor visits vielded a mean time
of 7.8 minutes with a standard deviation of 0.5 minutes. It is
assumed that the distribution of the time of this type of visits is
normal. Use a 0.0 level of significance.
Solution:
The distribution is normal.
.1 =15 (small)
X =78
5=0.5 (sample standard deviation); @ is unknown
u=mean time of the visit, a=0,0]
Hypotheses:
Hot e =8 (it =8)
Hat it # 8 (research hypothesis)

-131-
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Test siatisties (T.S. )
K-y, 78B-8

C§/Nm 05MI5
df= v =pn-1 =35 _|= 24

Level of sigmilicance:
a =001, a2=0,008 ,1- a2=0.9%5
Rejection Region of Ho (R.R.): (critical region)
blga=togs= 2,797
We should reject Ho if:
T<1y,0 Or T}+|1-,,.'_1 . -
2<-2.797 or -2>2797 (both conditions not satisfied)
o X X Decision: Accept HO
Decision:
since T =4 EAR,, , we accept Ho; =8 at a=0.01 and reject
Ha: u 78, Therefore, we conclude that the claim 1s correct,
Another solution:

From curve:
R.R ' RR t (test)=-2 (In A.R)
0.005 0.005
Decision :Accept H 0
T:_é.n. of Ho
R.R. 5 '
of Hg “Haxr2 +Yap S,

-2.197 +2.797

MNote:
For the case of non-normal population with unknown variance.
and when the sumple size is large (n >30), we mav use the
lollowing test statistic:

of X — g

ff\m f

Thaut is, we replace the populntion standard deviation () by the
sample standard deviation (S), and we conduct the test as
deseribed for the first case.

=132
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7.3 Hypothesis  Testin Between  Twao
Population Means: (Independent Populations)
suppose that we have two (independent) populations:

» -5t population with mean i, and variance &,

¢ 2-nd population with mean w, and variance o,

* We arc interested in comparing W, and .. or
equivalently, making inferences about the difference
between the means (py—pu2).

* We independently select 4 random sample of size n, from
the 1-st population and another random sample of size
[rom the 2-nd population:

e et X, and 57 be the sample mean and the sample
variance of the 1-st sample,

* Let X, and Si be the sample mean and the sample
variance of the 2-nd sample,

* The sampling distribution of ¥, - X, is used 1o make
inferences about p—iis.

We wish to test some hypotheses comparing the population
means.
Hypotheses:
We choase one of the following situations:
(1) Hgipy = s against Ha: gy # s
(i) Il g = s against Ha: gy <2 po
(1) Hgai py € o against Ha:pg > g
or equivalently,
{1} H,: Hi=Ha2 =M, Hgﬂiﬁﬁl Ha: [T T Mo
() Hg py=pp 2Moagainst Hy: py = o < Mo
(1) Ha: py=-pz £ Mo against Hy py - s =M,
Test Statistic:
(1) First Case:
For normal populations (or non-normal populations with
large sample sizes), and if of and o3 are known, then the test
statistic is:

LH:HE, Sawd Unlversity 113 L. Abdullah Al-Shikg ]
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T -7, -M,
B pomte - W0.1)

e v
—— .+ P
\J o M
(2) Second Case:
For normal populations, and if o and o3 are unknown but
equal (af =ci=c"), then the test statistic is:
X =-X-M

T=
?r +3; =ty tae—=2)
nooon

where the pooled estimate of o is

o+ =2
and the degrees of freedom of 57 is df= v=rn+n.-2.

[ Kirlg Saud University b Dr, Abdullah AL-Shika
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Testing H

about difference betw

population means '[I!; u;} [gndegend:mt Eggulnﬂnn]

H}’pﬂthEEiE Hg Hi =Ha= Mo [ ”Hn Hy - I:l;-ﬁ_ M, Hﬂ'.‘l.l] = Yy M,
= = Moy -g#Mo | Hatpy -p> Mo | Hady - Mo |
F]I"Etﬂﬂ.ﬂ’ﬁ of , o} are knewn + Normal or Non-Normal with large samples
:r _.E. —_ I}‘Mo =
: Zats £ e = N[,
Test Statistic (T.5.) o
Rejection e
Regioni®.R) 'f; —
& i d afz o -\‘x_\
Acteplance . . R iidtih S
Hepion AR oflly ¥ . z alily 3,
| 'y 1-y i
| Reliability Coefficient Ziioor I, aft i R o .zm_ —
Degision ; Reject Hy (Accept Ha) at the significant level o if - B
Reject Hp if the ——— —
following conditian > 21002 Z3La A .
satisfies or <-Zian lore - Sided Test) fone - Slded THI:I
| Second Case af, af are unknown but equal o7 = g3 = .ﬂ + Normal
l'est Statistic (1.5.) | ¥, - XM, - D8] + (- 18 ]
. ¥ p g = =
T iyt —2
-ﬁf;— + ;l"; df=n;+n,-2
Rejeetion - 3 TN
Region(R.K) 1 - X
2 ’2 /2 "

" i " o ‘
Acceptance AR of M AR of Hy 5"‘1,&
Region{ A R) R, LR ' 0 RA RE

Rag g™ i St |l g

iﬁ;:-ﬁt_m*ﬁ riant taa OF tian | g I

Decisian : Reject Hy [Accept Hy) at the slgnifim nt level a If _

Reject Hp if the

Followirg condition L - ——

tisfi

T Or T < - tyaps Tat, Tty

| F— {Two —sided test) [one = Sided Test)

-1 38

sone—Sided Test)
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Example: (¢ . of are known)

Researchers wish to know if the data they have collected
provide sufficient evidence to indicate the difference in mean
serum urie acid levels between individuals with Down's
syndrome and normal individuals. The data consist of serum
uric acid on 12 individuals with Down's syndrome and 15
normal individuals. The sample means are

45 mg/100ml
14 mg/100ml

nom

|f!
e

Assume the populations are normal with variances
af =
o2 =15

. Use significance level o =0.05,

- By~
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Solution;

My = mean serum uric acid levels for the individuals with
Down's syndrome,

M2 = mean serum uric acid levels for the normal individuals.

m =2 X,=45 o=
iy =13 _TJ=3.-|- LT::'_;:-"
Hypotheses:

Hgi pp = pa  against Ha: gy # pa
ar
Ho: i=pz =0 against Ha py - po 0
Calculation:
1) =005 2) 1-a/2=1-0.05/2=0.975
3)Z1.a/2 =Z 0.975 =1.96

Test Statistic (T.8.):

. ¥ = f:-Mo 45-34-0 e Decision : Reject H 0 If
F— —I--..- = = e — L
2 2 | -
oy o | | +E Z(test)>Zo'975 orZ< 20_975
Vi, m VI2 15 2.569 >1.96
\/ first condition satisfied
Another solution: no need to check the second one
from curve
Since Decision : Reject H
Z(test)=2.569 in R.R 0
Decision: 2.569
Reject H in (R.R)
0
Decision: “20.975 Z0.975
Since £=2.569 eR.R. we reject H,: py=p, and we accept
(do not reject) Ha: thy # ws at o=0.05. Therefore, we conclude
that the two population means are not equal,
Notes:
l. We can easily show that a 95% confidence imterval for T
M) 15 (.26, 1.94), that is:
”.Eﬁ“:l_” —].I:I”:J. 04
[ King Saud Universily 137 [3r. Abdullah -l'\.l-':":'hlh:l_]
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Since this interval does not include 0, we say that 0 is not a
candidate for the difference between the population means (-
u:), and we conclude that py-ps#0, Le., wi#pe Thus we arrive
al the same conclusion by means of a confidence interval.
2. P-Value=2xPZ 3| 7. )

= IPL>25T) == P(Z «2.57)|=2(1-0.9949) = 0,0102

Another solution:
by p-value:

The level of significance was =005, Reject H, If p-value<a
Since P-value < a, we reject H,. 0.0102\; 0.05
Example: l:r:r:r=-:l'§ sser 18 vtk WiT) Decision: Reject Ho

An experiment was performed to compare the abrasive
wear of two different materials used in making artificial teeth.
12 pieces of material 1 were tested by exposing each piece to a
machine measuring wear. 10 pieces of material 2 were similarly
tested, In each case, the depth of wear was observed, The
samples of material 1 gave an average wear of 85 units with a
sample standard deviation of 4, while the samples of materials 2
gave an average wear of 81 and a sample standard deviation of
5. Can we conclude at the 0.05 level of significance that the
mean abrasive wear of material 1 is greater than that of material
27 Assume normal populations with equal variances.

Solution:
Material | material 2
"y 12 pe= 10
¥,=85 X,=8]
5,=4 $y=5
Hypotheses:
Ha: 1y < s
Hat py > pa
Or equivalently, 0.98 0.05
Het i —pa <0
Ha: g — >0 e =R
Calculation; W05 i,
o=0.05 =1.725

[_Hin.;;, Saud Unlversity ‘J‘ 138 E Dir. Abdullah Al-Shihy ]
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(r, — 15T +(n, — 1)5]

s'-il =

(12— 14 +{10- 1§
- 124 10 -2 =egs

Reliability Cocfficient:

df =p=12410-2 =20

0= 005 == - =095 —=—— 1.4=g= 1725

Test Statistic (T.8.):

Reject Hy

Xy - XM 85-81-0
i TR 0 e SRR g If T(test)>t

||£ L5 [Re8E 200> 1725
y L TR \/
Dicctaliins Decision : Reject H,
Since T=2.09 ER.R. (T=2.09 > tn9s= 1.725), we reject Ho

and we accept Ha: g ,—p,>0(Hazz,> u)ata=0.05

I'herelore, we conclude that the mean abrasive wesr of

matenal 1 is greater than that of material 2,
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7.4 Paired Comparisons:

Paired T-Test ¢

- In this section, we are interested in comparing the means of
two related (non-independent/dependent) hormal

populations.

- In other words, we wish to make statistical inference for the
difference between the means of two related normal populations.
- Paired 1-"Test coneerns about wsting the equality of the

means of two related normal populations,

Exnmples of related populations are:

1. Height of the father and height of his son.
2. Mark of the student in MATH and his mark in STA'T.
3. Pulse rate of the patient beflore and afier the medical reatment.

4. Hemoglobin level of the patient before and after the
medical treatment.

Test procedure:
Let

X: Values of the first population
Y: Values of the Second popalation
[>: Values of X — Values of Y
Means @
uy= Mean of the first population
#y= Mean of the Second population
up =“Mean of X - Mean of Y (pp=py - g )

.y o
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Confident Interval and Testi vpothesis about difference between
two population means ( py.p; - pa) ¢ (Dependent/Related population)

& The ditference (D-observation): Iy = }E =¥, LAl

FT:EELI:E’EE thE B Sample mean of the D-Observations : J = quigl
aliowing PR o -
| Quantities ® Sample Vorionce 55 = L.:.l:;_1

*  Sample Standard Deviation 5 = 52

Confident Interval for up=p, - u;
w0o(ia% | = Sp

| onfident Interval | Ei ti—gﬁ s df =n—1

| for pn

Testing Hypothesis for pg = py - gy

i _ Ha:t; =i:=Mg Hatlty - Ha s Mg Hatky = Wa2Mg

Hypothesis Hycbts ~Ha#Mg | Hahty -ps =Mo Hat - g€ Mg
Or Or Or

¥ _ Hato=Mo ws Haps #Mo | _HD:HBSMoﬁ Hailpn > Mo Hyiip 2 Mows Hailp < Mo

I'est Statistic 7 = 2-Mo df 1

b = — df=v=n-

(T8) Sg/vn :
Rejection |
Region(i.R) - b=n
B aj2 i a
Acceptance = AL af Hy \\\. i
Region{A.R) B.H B R |
oFHs A . |
!_i 1-'1'

e : : : '
Refiahility Coefficent | R OF ik | tia = !
Decision ; Reject Hy (Accept H,) at the significant level a i - _I
Reject Hy If thiz -
Follawing T>tan ' |

| condition satisfies 0r T € = tyyz | T >t Tod by

(Two —sided test) | (one - Sided Test] . {one — Sided Test)
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Example:

Suppase that we are interested in studying the effectiveness ofa

cerain dict program onen individual . Let the randam variables X and Y given as
following table ;

| Individwalt) | 1 [ 3 T 3 4 3 5 1 71 & R
| Weight hefore (X;) | 266 | B02 | 91.5 | 806 | 823 | 816 35.41513 83.1 | B2 |
| Weight Afler(Y) [ 797 | 859 | 817 | 825 | 77.5 | 858 | 813 | 747 [ 6835 | 9.7 |

Find :
13 A 95% Confident Interval for the difference between the mean of weights before the
diet program (1) and the miean of weights aller the diet program (pa).
| Mo = s = Wy
2) Doesthe dats provide sufficient evidence to allow us (o conclude that the diet is
good? Lise o —0.03 mnd assume population is normal .
Solution =

1-s1 population (%) = the weight of the individual before the diet progrm,
2-nd population (Y= the weight of the ssme individual afler the diet program.

W assime that the distributions of these random variables are pomsal with
micins pg and g, respectively,

These two variables are reluied (dependentmon-independent)because they are measured
on the sume individual.

Calculate mean, standard deviation

i bt Yi Dy=Xi-¥ by calculator
___l L 'I'_i'.l b Gt | -_—

3 802 858 ] 87 D.Sp

3 91.5 5.7 0.8

4 8.6 823 1.9

3 §2.3 77.9 14

f 31.9 458 ; 3.5

7 B84 B3 7.1

8 853 74.7 10.6

9 $3.1 68.3 |45

10 &1 9.7 124
Sum ¥ =841 Yv-7874 _En-54.5
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First, we need to calenlate { (By calculator )

Sample Mean:
Pty 548 BA5
Tl 10
Sample Variance :
.y T = Ty foen . Lyt ) - i
.';_ﬁ " ;,J_,:[Tai.l D) _ [(65-545)%4 (=57 51-::1: i H124-548) 50.23

Sample Standard Deviation : 5, = 4/§2 = v50.33 = 7.09
Reliability Coellicient : s :
a=0.05 < | =0.052 =1-0.025= 0975 (df=10-1=9)
trwn = launs =2.262
Then 95% Confident Interval for pp = p, = 1

D+ 1,_555
ivn
709
V10
545+ 50715
(545-50715, 545+ 5.0715)

5.45 4 2262

{0.38 , 10.52})

0.38 < up < 10,52
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1)Does the data provide sufficient evidence to allow us 1o conclude that
the diet is good? Use o =0.05 and assume population is normal .

et is good means --— weight after will be less than weight befor.

Solution:

= Mean of the first population

= Mean of the second population

up “Mean of X = Meanof ¥ {(up=py-pz )
Hypothesis :

Hat g = a2 v Haipy> g
or Hey: = pa =0 vs Hy py- >0
ar Hg: pp =0 vs Ha pp =0
Test Statistic:

D =545 8;=70%,n=10

D-Mo  5.45<(
T _ EO‘: 709 = 2--'1'3
‘|f| ;ﬁ

Rejection Revion{R.R):
a=0.05 e 1-a=095 - tia= thes=1.833 (dl=n-1=1)
Reject Hyif T>1.

245> 1.833 (condition satisfied )
Then reject Hy and accept Ha: pi> s

50, wi have a good diet program .
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7.5 Hypothesis Testing: A Single Population Proportion (p):
In this section, we are interested in testing some
hy potheses about the population proportion (p).

Fopulation Sample
Type A of Size n
Success T A
Type B —} F:E
Failure R
Type B
Hecall:
* p = Population proportion of clements of Type A in the
population
_he. of elements of type A in the population
Tutal no. af elements in the poprdation
! .
p= "F (N = population size)

e .n=sample size
* X =no. ol elements of type A in the sample of size n.
e p=5Sampie proportion elements of Type 4 in the sample
no. of elenients of type A in the sample
no. af elements in the sample

P

. X
e T, (n=sample size=no, of clemems in the sample)

e P isa"good" point estimate for p.
» Forlarge i, (#2230, np > 5), we have

{ King Saud University ,,__f HEE: Dr. Abdullah Al-Shihs ]
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Test Procedure:( Py is known number)

Hypothesis Ho:P =P, Ha:P <Py HuP 2Ps
Ha:P 2Py HaP =Py _I-_Iﬂ'__!:II < Py
Test Statistic P —Pqg
(T.5.) Z= = , qp=1=pp
Podo
Fejection k
| ReghonRR) ‘ i \\'\"‘
y 1= i,
F - i
Acveplimce i e AR of Hy " | An ol H, \\A.
Iegion{ A R) RR AR| RE || AR
' e "":'1_; " 71 O # =&i-n
r
fletiability Coefficient 'E‘HIR or I:I.-I.I’! zl-n Z1a I
Desivign ; Reject Hy (Accept H,) at the significant level a if . |
Reject Hy if the - |
fellewing condition 2= zi-u.."z | L Il-t 2<- z].-|:
satisfies 0rZ<-Z1an | lome — Sided Tast) [one = Sided Tast)
Example:

A researcher was interested in the proportion of females in the population
of all patients visiting a certain clinic, The researcher claims that 70% of
all patients in this population are females. Would vou agree with this
claim il a random survey shows that 24 out of 45 patients are females?

Use a 0.10 level of significance,

Solution:

p = Proportion of female in the population,

=45 (large)
X=no. of female in the sample = 24
B = proportion of females in the sample

-1 46-
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¥ 4

Pl g et e 11

F " 45 0.5333
70

= ={).

Pa 1) o

=010

Hypotheses:

Hy:p=0.7 (p=0.7)

[[1. iy - = 0.7
Level of significance:

a=0.10 1-a/2 =1-0.10/2=0.95
Test Statiste (T.5. )

.E ——_— .III:I - :II
| Pall=py]
.Ihl n
_0.5333-070 _
((0.7)(0.3)
T
Rejection Region of H, (RLR.):
Critical valoes: Z 1-a/2 =Z 0.95 =1.645

We reject H o If:
Z(test)> Z or Z(test)<-Z

0.95 0.95
-2.44>1.645 or -2.44<-1.645
X v
Since one of the conditions is valid

From curve
Since Z(test)=-2.44 in R.R

then,

Decision : Reject H
Decision : 0

Reject Hq RF.Z1-02  Z1-0/2 RE
ol

Ha
- 4545 1.645
-Z1-a/2=-2095 = _ 1,645

Decision:
Since Z= -2.44 =Rejection Region of H, (R.R), we reject

[ I'{.ing Saud L'I.l-i'r:lhil_ﬁ" d I';b D, Abdulish Al-Shiha
L



3baya
Text Box

3baya
Text Box

3baya
Text Box
Z 1- α/2

3baya
Text Box
-Z 1- α/2

3baya
Text Box
 - Z 1- α/2 = - Z 0.95


simpaRE:Mere g S UnrepisiaraNEsrouastiie / wosy SIRIRaheam 14311432 |

Hap=0.7 and accept Hyp 20.7 at a=0.1. Therefore, we do not
agree with the claim stating that 70% of the patients in this
population are females,

Example:

In a study on the fear of demtal care in a certain city, a
survey showed that 60 out of 200 adults said that they would
hesitate to take a dental appointment due to fear. Test whether
the proportion of adults in this city who hesitate to take dental

appointment is less than 0.25. Use a level of significance of
0.025.
Solution:
p = Proportion of adults in the city who hesitate 1o
take a dental appointment,
= 200 (large)
X= no. of adults who hesitate in the sample = 60

"

P = proportion of adults who hesitate in the sample
. X 60
P="=am "
=025
oe=0.025
Hypotheses:
Hy: pz 025 ( p=0.25)
Ha: p< 0,25 (research hypothesis)
Level ol signilicance:
o=0.025
Test Statistic (T.5.);
B o e SR P
[eali=py) [(0.25)(0.75)
V a Vo 200
Rejection Region of 11, (R.R.):
Critical value; Z1.q=Zgg75=1.96
Critical Region:
We reject H, ift
Z<-Z1.q
1.633<-1.96  AcceptH (condition not satisfy)

[ King Saud University X >«<\’_| % S Dr. Abduliah Al-Shifis
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Another solution:
From curve :

Since Z(test)=1.633 in A.R

Decision:

Accept H

AT 0

ol H, 2 179 =-186  7-1 633 (in AR)

Decision:

Since Z=1.633eAcceptance Region of H, (A.R.), we
accept (do not reject) Hy: p = 0.25 and we reject Ha: p < 0.25 at
a=0.025. Therefore, we do not agree with claim stating that the
proportion of adults in this city who hesitate to take dental
appointment is less than 0,25,

7.6 Hypothesis Testing: The Difference Between  Two
Papulation Pro on =Pt

In this section, we are interested in ftesting some
hypotheses about the difference between two population
proportions (p;=pa).

1-s1 Population

1-51 Random Sample

ol =zie =1y

Type A

Cthers — Hhers
ni—x

independent
Z-iid Random Sample Samples

2-nd Population of s2ie =Ny

Type A

Others | —= Cthers
Na=X

Suppose that we have two populations;
* p = population proportion of the 1-st population.
* _p-= population proportion of the 2-nd population,
* We are interested in comparing p; and ps, or equivalently,
making inferences about pr—

= We independently select a random sample of size »y from

I King Saud University f. |'5'|? 'I.: B Abdullnh Al=Shiba
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the 1-st population and another random sample of size ns
from the 2-nd population:

¢ Let X; = no. of elements ol type 4 in the 1-si sample.
* Lot X3 = no. of elements of type A in the 2-nd sample.

r
- i 'I

.PI=

= the sample proportion of the 1-st sample
"

& .-l"| p
wiflg et the sample proportion of the 2-nd sample

* The sampling distribution of j, - p, is used to make
inferences about py— pa,
» For large m and sy, we have
z=lBi_ Bl it m ) | N(D,1) (Approximately)
[PL P19
Y m s

e g=1—-p

Hypotheses:

We choose one of the following situations:
(i) Hap=p against Ha:p, =
(i) Hgpizp against Hy: p <ps
(iii) H,:py=p; against Hy:pi >

or equivalently,
(i) Hoepi-p2=0 against Ha:pp-pa#0
(i) Hoipi-p220 against Haip-p2=0
(i) Ho:pi-pa=0 agamst Ha:py—pa=0

Note, under the assumption of the equality of the two population
propartions (H,: pi= p= p), the pooled estimate of the common
Proporiion o is;

- A+ X,

e ", +n, {{?ZI-F]
The test statistic (T.8.) 15

[ King Saud University m Dr, Abdulish Al-Shiha ]
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Pt S5 f(0:1)

ba_ pa
n;, n;

Test Procedure: N
Hypathesis HoPy-P3y=0 Ho: Py =P 20 Hp: Py - Py aﬂ_|
— Hai Pi-Py20 Ha: Py -P; >0 Hy P, -P, <0
Test Statistie ﬂi — 3}2 Xy + Xa
(1.8, { = ———=, Pooled proportion:p=———

ny  ng
where T=1-—p

Rejection | 1"“1\%
Regon{ R.R) Ty 1=
&
Aoeeplonoee /2 o N AR al I
i ol - . O
: & ot AR ol Hy - ER 8N
Regian{A R} | oen 7 ST = s oy 3
i __; E]_rk! 1—a by 1=
| .
I ?nl-!.nhihlw Coefliclent Tvar OF Tian | F D
| Decision 1 Reject Hg (Accept H,) at the significant level a if :
Reject H, 1 the ; -
| Tetlowing condition L2 Lyan - i Z5-Ti
satisfles 0rZ <= Zyapz {one — Sided Test) {one — Sided Test)
Example:

I 3 study sbout the obesily (overweight), o rescarcher was imerested in comparing the
proportion of obesity between males and females. The resaarchor bt abiained o randant

sample of 150 males and another independent random sarple of 200 females. The following
resulis were oblained fram this study.

...... n Number of ohese people(X) |
Mk 150 18
Fémnles 200 48

Can we conclude from these data that there Is a difference between the proportion of obese
miales and proportion of obése females?

Llse o = [LU5 and assume that the two population proportions are equal.
Solution
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21 = population proportion of obese males
7 = population proportion of obese females
p= sample proportion of obese males

p,— sample proportion of obese females

Males Females

ny =150 =200

X =21 X=48

- X 2 .. X, 48
==l=""—0.14 P Mo
T TAR A 308

The pooled estimate of the common proportion p is:
X, +X, 21448

- = 0.197
m+m 150+200

Hypotheses:

Hy: py = pa

Ha:p, # p3
or

Hy: py —p2 =0

Hypp=pa =0

|evel of significance: a=0.05  1-a/2=1-0.05/2=0.975
Test Statistic (T.5.):

3, =,
Z=— i_‘r_' _‘":} i @14-024) L.
J'”—“—'EHM [0.157x0803 0.197~0803
*F: "y Vo0 00

Rejection Region (R.R.) of Hy:
Critical valoes:
Z1-a2 =2 g75 =1.96

Critical region:
Reject Hyift Z<-1.96 or Z>1.95
-2.328<-1.96

4

Decision: Reject H o (Since one of the conditions satisfied)

King Sand University m Dr. Abdiillah Al-Shiha ]
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Another solution:

From curve
uRl':II'}s . Since Z(test) in R.R
Z:-2.328I Decision:
(in R.R) Reject H 0
) “n-l'ﬂl'-la “Z1-a2 Z 1.2 “ﬂ.lﬂﬂp
Reject H 0 A6 196

Decision:

Since £= =2.328 eR.R., we reject H,: p; = pa and accept
Hy: py # 2 at a=0.05, Therefore, we conclude that there 15 a
difference between the proportion of obese males and the
proportion of obese females. Additionally, since, p =0.14 <«
po=024, we may conclude that the proportion of obesity for
fernales is larger than that for males,

King Saud University d 158 5 Brr. Achdullah Al=Shiha ]
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