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OBJECTIVES

In this lecture, you will learn the following items:

• How to compute the Wilcoxon signed rank test.

• How to construct a median confidence interval

based on the Wilcoxon signed rank test for

matched pairs.

• How to compute the sign test.
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Imagine that you give an attitude test to a small group of people. After 

you deliver some type of treatment, say, a daily vitamin C supplement 

for several weeks, you give that same group of people another attitude 

test. Finally, you compare the two measures of attitude to see if there 

is any type of difference between the two sets of scores.

The two sets of test scores in the previous scenario are related or 

paired. This is because each person was tested twice. In other words, 

each test score in one group of scores has another test score 

counterpart. The Wilcoxon signed rank test and the sign test are 

nonparametric statistical procedures for comparing two samples that 

are paired or related. The parametric equivalent to these tests goes by 

names such as the Student’s t-test, t-test for matched pairs, t-test for 

paired samples, or t-test for dependent samples.



In this lecture:

• we will describe how to perform and interpret

a Wilcoxon signed rank test and a sign test,

using both small samples and large samples.

• Finally, we offer varied examples of these

non-parametric statistics from the literature.
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COMPUTING THE WILCOXON SIGNED RANK 

TEST STATISTIC

The formula for computing the Wilcoxon T for small

samples n < 20is shown in Formula 1. The signed ranks

are the values that are used to compute the positive

and negative differences values in the formula:
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After the T statistic is computed, it must be examined for

significance. We may use a table of critical values (see

Table B.3 in Appendix B). However, if the numbers of pairs

n exceeds 30 those available from the table, then a large

sample approximation may be performed. For large

samples 20<= n <=30, compute a z-score and use a table

with the normal distribution (see Table B.1 in Appendix B)

to obtain a critical region of z-scores. Formula 2, Formula

3, and Formula 4 are used to find the z-score of a Wilcoxon

signed rank test for large samples:
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At this point, the analysis is limited to identifying

the presence or absence of a significant

difference between the groups and does not

describe the strength of the treatment. We can

consider the effect size (ES) to determine the

degree of association between the groups. We

use Formula 5 to calculate the ES:

The ES ranges from 0 to 1. Cohen (1988) defined the conventions for ES

as small = 0.10, medium = 0.30, and large = 0.50. (Correlation coefficient

and ES are both measures of association.
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Example:

Wilcoxon Signed Rank Test

The counseling staff of Clear Creek County School

District has implemented a new program this year to

reduce bullying in their elementary schools. The school

district does not know if the new program resulted in

improvement or deterioration. In order to evaluate the

program’s effectiveness, the school district has decided to

compare the percentage of successful interventions last

year before the program began with the percentage of

successful interventions this year with the program in

place. In Table 1, the 12 elementary school counselors, or

participants, reported the percentage of successful

interventions last year and the percentage this year.

9



The samples are relatively small, so we need a nonparametric procedure.

Since we are comparing two related, or paired, samples, we will use the

Wilcoxon signed rank test.
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1. State the Null and Research Hypotheses 

The null hypothesis states that the counselors reported

no difference in the percentages last year and this year.

The research hypothesis states that the counselors

observed some differences between this year and last

year. Our research hypothesis is a two-tailed, no

directional hypothesis because it indicates a difference,

but in no particular direction.
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3. Choose the Appropriate Test Statistic 

The data are obtained from 12 counselors, or participants,

who are using a new program designed to reduce bullying

among students in the elementary schools. The

participants reported the percentage of successful

interventions last year and the percentage this year.

We are comparing last year’s percentages with this year’s

percentages. Therefore, the data samples are related or

paired.

In addition, sample sizes are relatively small. Since we are

comparing two related samples, we will use the Wilcoxon

signed rank test.
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4. Compute the Test Statistic 

(i). compute the difference between each sample pair.

(ii). Rank the absolute value of those computed

differences.

(iii). Using this method, the differences of zero are

ignored when ranking.

We have done this in Table 2.
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The obtained value is the smaller of the two rank

sums. Therefore, the Wilcoxonis T = 7.5.
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6 Compare the Obtained Value with the

Critical Value

The critical value for rejecting the null hypothesis is 8

and the obtained value is T = 7.5. If the critical value

equals or exceeds the obtained value, we must reject

the null hypothesis.

If instead, the critical value is less than the obtained

value, we must not reject the null hypothesis.

Since the critical value exceeds the obtained value, we

must reject the null hypothesis.
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Use Table B.3 to find the endpoints of the confidence interval.

First, determine T from the table that corresponds with the sample size

and desired
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SAMPLE WILCOXON SIGNED RANK TEST 
(LARGE DATA SAMPLES)
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C O M P U T I N G  T H E  S I G N  T E S T
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Example:

Sign Test

The sample involves 12 members of the counseling staff from Clear

Creek County School District who are working on a program to

improve response to bullying in the schools. The data from Table 1 are

being reduced to a binomial distribution for use with the sign test. The

relatively small sample size warrants a nonparametric procedure.
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1. State the Null and Research Hypotheses 

The null hypothesis states that the counselors reported

no difference between positive or negative interventions

between last year and this year. In other words, the

changes in responses produce a balanced number of

positive and negative differences. The research

hypothesis states that the counselors observed some

differences between this year and last year. Our research

hypothesis is a two-tailed, no-directional hypothesis

because it indicates a difference, but in no particular

direction.
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3. Choose the Appropriate Test Statistic 

The data are obtained from 12 counselors, or

participants, who are using a new program designed to

reduce bullying among students in the elementary

schools. The participants reported the percentage of

successful interventions last year and the percentage

this year. We are comparing last year’s percentages

with this year’s percentages. Therefore, the data

samples are related or paired. In addition, sample sizes

are relatively small. Since we are comparing two related

samples, we will use the sign test.
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4. Compute the Test Statistic 

First, decide if there is a difference in intervention score

from year 1 to year 2. Determine if the difference is

positive or negative and put the sign of the difference in

the sign column. If we count the number of ties or “0”

differences among the group, we find only two with no

difference from last year to this year. Ties are discarded.

Now, we count the number of positive and negative

differences between last year and this year.

Count the number of “+” or positive differences. When we

look at Table 7, we see that eight participants showed

positive differences, np = 8. Count the number of “−” or

negative differences. When we look at Table 7, we see

only two negative differences, nn = 2.
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Next, we find the X-score at and beyond where the area

under our binomial probability function is = 0.05. Since

we are performing a two-tailed test, we use 0.025 for

each tail.

We will calculate the probabilities associated with the

binomial distribution for p = 0.5 and n = 10.

We will demonstrate one of the calculations, but list the

results for each value.

To simplify calculation, use the table of factorials in

Appendix B, Table B.9:
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Notice that the values form a symmetric distribution with

the median at P(5), as shown in Figure 1.
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7 Interpret the Results 

We did not reject the null hypothesis, suggesting that no

real difference exists between last year’s and this year’s

percentages.

There was no evidence of positive or negative intervention

by counselors.

These results differ from the data’s analysis using the

Wilcoxon signed rank test. A discussion about statistical

power addresses those differences toward the end of this

lecture.
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The notion that the Wilcoxon signed rank test produced significant

results while the sign test did not is addressed next in a brief

discussion about statistical power.
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STATISTICAL POWER

Comparing our conflicting results from the small sample

Wilcoxon signed rank test with the sign test presents an

opportunity to discuss statistical power.

That difference is especially visible when comparing the

results from the sample.

Both sections analyzed the same data; however, one part

demonstrated a Wilcoxon signed rank test and the other

demonstrated the sign test.
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Notice that the result from the Wilcoxon signed rank test

was significant, yet the result from the sign test was not

significant.

In other words, one test produced significant results and

the other test did not. The reason involves differences in

statistical power.

Nonparametric methods generally have less statistical

power compared with their parametric equivalents,

especially when used in small samples.

For instance, a test with less statistical power has a smaller

chance of detecting a true effect where one might actually

exist.

This difference in statistical power is especially true for

the sign test (Siegel and Castellan, 1988). 46
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SUMMARY

Two samples that are paired, or related, may be compared

using a nonparametric procedure called the Wilcoxon

signed rank test or the sign test.

The parametric equivalent to this test is known as the

Student’s t-test, t-test for matched pairs, or t-test for

dependent samples.

In this lecture, we described how to perform and interpret a

Wilcoxon signed rank test and a sign test, using small

samples.
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