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Chapter 4:

Mathematical Expectation
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ndom Variable:

Definition:
Let X be a random variable with a probability
distribution f(x). The mean (or expected

value) of X Is denoted by uy (or E(X)) and Is
defined by:
(S x f(x): if X is discrete

all x

E(X)=px =3

|x f(x)dx; if X is continuous
(— 0
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A shipment of 8 similar microcomputers to a retail
outlet contains 3 that are defective and 5 are non-
defective. If a school makes a random purchase of
2 of these computers, find the expected number of
defective computers purchased

Solution:

Let X = the number of defective computers
purchased. we found that the probability
distribution of X Is:
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fx)= P(X=x) | 10 | 15

Or.

f)=P(X =x)={ [8] ;

0; otherwise
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alue of the number of def‘m
computers purchased-is the mean (or the expected
value) of X, which is:

2

EOO = px = ) x.f()
x=0
=0.£(0) + 1. (1) + 2. f(2)

=(0) 2+ (1) +(2) =

=10 275 (computers)
28 28 28
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Example:™

A box containing 7 components Is sampled by
a quality Inspector; the box contains 4 good
components and 3 defective components. A
sample of 3 Is taken by the inspector. Find the
expected value of the number of good
components In this sample.
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Solution: "

et X represent the number of good components in
the sample. The probability distribution of X Is

Simple calculations yield f(0) = 1/35, f(1) = 12/35, f(2) = 18/35, and f(3) =
4/35. Therefore,

i=£0=0 () + () +0 () 0 () -5 17
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Thus, If a sample of size 3 is selected at
random over and over again from a box
of 4 good components and 3 defective
components, It will contain, on average,

1.7 good components.
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Example™
Let X be a continuous random variable that

represents the life (in hours) of a certain electronic
device. The pdf of X Is given by:

\\,,

20’(:00 : x>100
J(x)=49 x°

0 ; elsewhere

Find the expected life of this type of devices.
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= 20000 j %dx
100 X

]| x=0

= 20000 | —-—

X x:IOO_

= —20000 0—L = 200 hours

100

Therefore, we can expect this type of device to last, on average, 200 hours.
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AT

Let X be a random variable with a probability
distribution f(x), and let g(X) be a function of the
random variable X. The mean (or expected value)
of the random variable g(X) Is denoted by p,x) (Or

E[g(X)]) and is defined by:

(S a(x)f(x); if X is discrete

all x

E[g(X)]=Hgx) =3

f g(x) f(x)dx ; if X is continuous
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Example -

Let X be a discrete random variable with the
following probability distribution

x | 0] 12
f(x)| 10 | 15| 3
28 | 28 | 28

Find E[g(X)], where g(X) = (X — 1)2
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2 2
Elg(X)l=tga = T8(0) /()= T(r=1)" /@)
= (0-1)* f(0) + (1-1)* f(1) +(2-1)" f(2)

10 2 15 2 3
= (-1 —+ (0 = H1)" =
=) S+ 0 2 H) —
10,3 13
28 28 28
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Suppose that the number of cars X that pass through a car
wash between 4:00 P.M. and 5:00 P.M. on any sunny Friday
has the following probability distribution:.

x ‘f—l 5 6 7 &8 9
PX=0 4 & 1 1 L]

Let g(X) = 2X — 1 represent the amount of money, In
dollars, paid to the attendant by the manager. Find the
attendant’s expected earnings for this particular time period.
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Let X be a continuous random variable that
represents the life (in hours) of a certain electronic
device. The pdf of X Is given by:

20’(:00 : x>100
J(x)=49 x°

0 ; elsewhere

: 1
Find E G) {note: &(X)= <)
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20’200 : x>100
S(x)=9 x
0 ; elsewhere
1
X)=—
2(X) <
n ) .
E | = E[g(X)]:Hg(X)Z Jg(X)f(x)dx: J —f(JC)dx
X o 13
100X X 100 X -3 | x7|x=100 |
= =200 L |_0.0067
3 1000000
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Let X and Y be random variables with J?Oi'ﬁt probability distributioﬁ f(a,y). The
mean, or expected value, of the random variable g(X,Y) is

y(x.y) = Elg(X,Y)] ZZQM (2.)
it X and Y are discrete, and

Hox.yy = Elg(X,Y)] = / i / : g(x.y)f(x,y) do dy

if X and Y are continuous.
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Example -
Let X and Y be the random variables with joint
probability distribution

x Row
flz.y) 0 1 2 | Totals
0 3 9 3] I
28 28 28 28
3 3 3
Y I i1 11 Y 7
1 1
2 5% 0 0 55
Torale | 5 15 3
Column Totals 7 9% 9% 1

Find the expected value of g(X,Y ) = XY .
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2 2
E(XXY)= ) > xyf(x.y)

=0 y=0
= (0)(0)£(0,0) 4 (0)(1)£(0,1) *
+(1)(0)f(1.0) + (1)(1)£(1,1) + (2)(0) £(2,0)

_f(ljl)_l?:l

503 STAT



ey

N

Exercises

41— 4.2 4.10—4.13 and 4.17 on page 117
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-

Variance Random Variable

The most important measure of variability of a
random variable X is called the variance of X and

is denoted by Var(X) or a2
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Definitio
Let X be a random variable with a probability
distribution f(x) and mean u. The variance of X Is

defined by:

f > (x - ,u)2 f(x); if Xisdiscrete

all x

Var(X)=oy =E[(X -p)°]=1

J (x - ,u)2 f(x)dx: if X is continuous
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andard deviation)

The positive square root of the variance of X, oy =405, 18
called the standard deviation of X.

Note:
Var(X)=E[g(X)], where g(X)=(X 1)’
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The variance of the random variable X 1s given by:
Var(X)=o% =E(X%) - u*
f X f(x); if Xisdiscrete

all x

where E(X*)=+

i

| x> f(x)dx: if X is continuous

L—OO

Proof : See page 121
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Example

Let X be a discrete random variable with the
following probability distribution

X 0 1 2 3
f(x)0.51/0.38/0.10|0.01

Find Var(X)=o%.
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0) £(0) + (1) (1) +(2) 1(2) + (3) 1(3)
051) (1) (0.38) +(2) (0.10) + (3) (0.01)

—_— —
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1. First method:

)y 2 )
Var(X)=0y = EO(X - p1)" f(x)

- T (- 061 (1)
x=0

=(0-0.61)" RO)(1-0.61) f{1)+(2-0.61) f2)+ (3-0.61) 3

=(~0.61)" (0.51+(0.39)" (0.38)+(1.39)* (0.10)+ (2.39)" (0.01;

= (4979

503 STAT



2. Second Iriéthod:
Var(X)=03, =E(X*) -1’

E(X%)= §0x2 f(x) = (0°) f(0) + (1°) f{1) +(2°) f2) + (3°) (3)

=(0)(0.51)+ (1) (0.38) +(4) (0.10) +(9) (0.01)
=0.87

Var(X)=o% =E(X*) - 1*= 0.87 - (0.61)" = 0.4979

503 STAT



Example

Let X be a continuous random variable with the following pdf:
x-1); 1<x<?2
fx) =

0; elsewhere
Find the mean and the variance of X.
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xf(x)dx = ?x[Z(x—l)] dr = ﬁx(x—l) dx=5/3

—0 1 ]

kT
=
25

|l
'___"8

E(X?)= sz f(x)dx = fxz[z(x-l)]dx = 2fx2(x-1)dx=17/6
0 i 1

Var(X)=o% =E(X?)—u’>=17/6 — (5/3)* = 1/18
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Voo _—

Variances of Linear
Combinations of Random Variables

[f X, X,, ..., X, are n random vartables and a,, a,, ..., a, are
constants, then the random vartable :

Il
Y: Zain- :Clle '|'612X2 '|‘“"|‘(1an
1=l

1s called a lmear combmation of the random vartables
X1.X,... X,
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If X Is a random variable with mean u = E(X), and
If a and b are constants, then:
E(aX+b) = aE(X) £ b & pax+p = afix £ D

Corollary 1: E(b) = b (a=0 in Theorem)

Corollary 2: E(aX) = a E(X) (b=0 in Theorem)
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Let X be a random variable with the following
probability density function:

f(x)=13" "

0; elsewhere

Find E(4X+3).
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0 2 I :2_
V=E(X)= Tx f(0)de = [ bat =t T o = Lt P72 |
o0 1 3 3 1 3_4 X:—_

E(4X+3) =4 E(X)+3 = 4(5/4) + 3=8
Another solution:
E[g(X)]= J g(x) f(x)dx ; g(X)=4X+3

E@X+3)= [( j4x+3)f(x)dx = j(4x+3) [%xz]dx:---:S

—0 —1

503 STAT



If X,, X, ..., X, are n random vartables and a,, a,, ...
constants, then:
E(a, X ta.Xot ... ta,X,) = a,E(X) T a,E(Xo)+ .. +a,E(X,)
-

E(Sa,X)=Sa,E(X)
=1 i=1

2, are

)
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If X, and Y are random variables, then:

E(X +Y) = EXX) + E(Y)
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If X 1s a random variable with variance

2
Var(x) = o,

and If a and b are constants, then:

Var(aXzb) = a” Var(X)

N

, 2.2
O,x+p —d Oy
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If Xi, Xy, ..., X, are n Independent random variables and aj, a,,
.., a, are constants, then:
Var(a,; X, ta,X,t.. . a,X,)
= arVar(X))+ a3 Var (Xp)+...+ a2 Var(X,)
-
Var(Sa, X.)= Sa* Var(X.)
i=1 i=1

&

) 22 20 ) )
00X 49Xy +..40, X, — 410x, T30y, T... 78,0y
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3 - ' A
Corollarv: *

If X, and Y are independent random variables, then:

 Var(aX+bY) = a2 Var(X) + b%Var (Y)
 Var(aX—bY) = a2 Var(X) + b*Var (Y)

« Var(X £Y) = Var(X) + Var (Y)
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ExamplE™. -

Let X, and Y be two independent random variables
such that E(X)=2, Var(X)=4, E(Y)=7, and
Var(Y)=1. Find:

1. E(3X+7) and Var(3X+7)

2. E(5X+2Y-2) and Var(5X+2Y-2).
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Solution:
1. E(3X+7) = 3E(X)+7 = 3(2)+7 = 13
Var(3X+7)= (3)2Var(X)=(3)2 (4) =36
2. E(5X+2Y—2)= 5E(X) + 2E(Y) —2= (5)(2) + (2)(7) — 2= 22
Var(5X+2Y-2)= Var(5X+2Y)= 52 Var(X) + 22 Var(Y) =

(25)(4)+(4)(1) = 104
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hev's Theorem

Suppose that X i1s any random variable with mean
E(X) = pand variance Var(X) = o and standard
deviation o.

Chebyshev's Theorem gives a conservative estimate
of the probability that the random variable X assumes
a value within k standard deviations (ko) of its mean
u, which is

P(u— ko <X < u + ko).

1
Plu— ko <X< u +ko)= 1_ﬁ
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-~ area = P(n— ko <X<p +ko)= 1 - _113

f(x)
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Let X be a random variable with mean E (X)
= p and variance Var(X) = o?, then for k > 1, we

have:

P(u— ko <X< u +ko) > l—k—2
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Example™

Let X be a random variable having an unknown

distribution with mean p=8 and variance o%=9
(standard deviation 6=3). Find the following
probability:

(a) P(—4 <X<20)

(b) P(]X-8| = 6)
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(a) P(—4 <X< 20)=??

P(u— ko <X< p +ko)> 1- -

k2

(—4 <X< 20)= (u— ko <X< u + ko)
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— — 4= 8— 3k
— 3k=12
— k=4

20= u+ ko < 20= 8+ k(3)
— 20= 8+ 3k

— 3k=12

= k=4
R |
k2 16 16

Therefore, P(-4 <X<20) > % and hence, P(—4 <X< 20)= %

503 STAT



A 1
S
il

(b) P([X -8 > 6)= 27
P(IX-8| > 6)=1 — P([X—8| < 6)
P(IX —8| < 6)= 27

P(IX —| <ko)> 1——

(|X=8| <6)= (X —u| <ko)
6= ko < 6=3k < k=2
| 1 3
| . =] =
k 4 4
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P(IX-8[<6) = % &1 - P(X-8|<6)< 1 — %l

S 1-P(X-8/<6)< -
& P(IX-8| > 6) < i

Therefore, P(|X-8| > 6) = % (approximately)
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P(|X—8| < 6) = P(—6 <X—8 < 6)

= P(—6 +8<X < 6+8)

P(2<X < 14)

(2<X <14) = (u— ko <X< n +ko)

2=~ ko © 2= 8- k(3) © 2= 8- 3k & 3k=6 & k=2
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AP
K 4 4
PQX<14)> 3 < P(X-8/<6)>

1 - P(IX-8|<6)<1 - %
1 - P(IX-8| < 6) < %
o P(IX-8| > 6) < i

Therefore, P(|X-8| > 6) = % (approximately)
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- De

Let X and Y be random variables with joint probability distribution f(x,y). The
covariance of X and Y 1s

Oxy = (X = px)(Y = py )] = 22(33 = px )y = ) fl2,y)

Y

it X and Y are discrete, and

e = EX =V =)= [ [ o=l S0 s dy

if X and Y are continuous.
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Theo rem. —
The covariance of two random variables X and
Y with means uy and uy , respectively, Is given

by
oxy = E(XY) — pxpy

Proof: See page 124

503 STAT



——

Definition

Let X and Y be random variables with covariance oy, and standard deviations
0, and oy, respectively. The correlation coefficient of X and ¥ is

Txy

Pxy = :
Ox0Oy
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“* pyy IS free of the units of X and Y.

¢+ The correlation coefficient satisfies the
Inequality —1 < pyy <1.

*» It assumes a value of zero when oyy

=0
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Find the covariance and the correlation coefficient of
X and Y for the following joint distribution

A

fley) | O 1 2 | h(y)
3 A I R I
238 238 28 238
o I
2 55 (0 (0 55

59 15 ]
g(r) | 75 3= 33 1
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- SolL .
E(XY) = eruf(:r y)

= (0)(0)£(0,0) 4 (0)(1) £(0, 1)
+ (1)(0)f(1,0) + (1)(1)f(1, 1) + (2)(0) f(2,0)

= FL1) =
=S =0 (5) ¢ 0 () s () =
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_‘ e correlation COM

E(X?— @ (4)+ 0 (5)+@ (5) - =
B =07 () + 09 () + @) (5) = 5

, 2T [3\° 45 , 4 1\ 9
oy =——|—-| =——andoy=—-—[(=)] =—.
28\ 4 112 7 \2 28

Therefore, the correlation coefficient between X and Y is

and

we obtain

oxXy —9/56 1

oxoy  \/(45/112)(9/28) V5

PXY —
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Example:

The fraction X of male runners and the fraction Y of
female runners who compete in marathon races are
described by the joint density function

Sry, 0<y<x <1,
flx,y) = B
0. elsewhere.

Find the covariance and the correlation coefficient
of Xand Y .
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We first compute the marginal denéity functions. They are

(x) = 423, 0<azx <1,
)= 0, elsewhere,

and

dy(1—y%), 0<y <1,
h =
() { 0. elsewhere.
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| From thé

se marginal density functions, we compute

1 1
4
;LX:E(X):/ 4a? d:l::gandpyz/ (1 =2 dy = —.
0 0

From the joint density function given above, we have

1 1 1
E(XY) = / / 8a?y? dx dy = —.
0 Y 9

Then

4 4 8 4
Txv = E(XY) = pxpiy = 5 = (5) (15) = 925
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e correlation coﬂ

\\‘

1\,

1 1
2 2 1
E(XQ):/ 4z daf:§andE(Y2):/ 47 (1 — o) dy:1—§:§,
0 : 0

we conclude that
2 [4\% 2 1 /8\%2 11
U%(:—— - :—andcr%:—— — | ==
3 5 75 3 15 225

1/225 4

Hence,

A= V(2/75)(11/225) /66
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