Chapter 3: Random Variables
and Probability Distributions
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3.1 Concepto andom Variable:

In a statistical experiment, it IS often very
Important to allocate numerical values to the
outcomes.
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Exém‘[_)‘ e

« Experiment: testing two components.

D=defective (=),

N=non-defective (e )

« Sample space: S={DD,DN,ND,NN}
 Let X = number of defective components
when two components are tested.
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Sample point Assigned

(Outcome) Numerical
Value (x)
DD 2
DN 1
ND 1
NN 0

Notice that, the set of all possible values of
the random variable X is {0, 1, 2}.
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Definition 3m.
A random variable X is a function that
assoclates each element In the sample space
with a real number (i.e., X :S — R.)

Notation:
"X" denotes the random variable .
"X" denotes a value of the random variable X.
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'I?\?es of Raftlem Variables:
« A random variable X is called a discrete random

variable If its set of possible values is countable,
l.e.,

X €E{xq, Xy, ..., xp}0rx € {x1, x5, ...}

e A random variable X is called a continuous

random variable i1f it can take values on a
continuous scale, 1.e.,

X€E{Xx:a<x<b;a beR}
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obability Distributions AT

A discrete random variable X assumes
each of 11ts values with a certain
probability.
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Example:
Experiment: tossing a non-balance coin 2

times Iindependently.

e H=head , T=tall

« Sample space: S={HH, HT, TH, TT}
 Suppose P(H)=1/3 and P(T)=2/3

503 STAT



mber of heads
Sample pornt Probability Valug of X
(Outcome) X)
i PHHRFPH)PHRFLBx3=19 2
Hl - PHTRPH) PTFIBB=29
I KTHRERT)PHR3x13=29 |
[T NITERT) PTR23x23=49
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AR,

alues of X are: 0, 1, and 2.
« X Is a discrete random variable.
 Define the following events:

Event (X=x) Probablhty P(X=x)
X=0F(TT)  P(X=0)=P(TT)~409
||(HT.TH} ' P(X=1) =P(HT)+P(TH)=219+29=49
HH}  P(X=2)=P(HH)F 19




Total 1

The function f(x)=P(X=x) is called the probability
function (probability distribution) of the discrete
random variable X.
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The function f(x) Is a probability function of a
discrete random variable X if, for each possible
values X, we have:

e f(x)=0
* Yauxfx)=1
* f(x) =PX =x)
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For the prevmus example, we have:

0 4/9

1 4/9

2 1/9

Total 1
P(X<1)=P(X=0)=4/9
P(X<1)=P(X=0)+ P(X=1) = 4/9+4/9 = 8/9
P(X>0.5)=P(X= 1)+P(X—2)=4/9+1/9=5/9
P(X>8) =P(0) =0
P(X<10) =P(X=0) + P(X=1) + P(X=2)=P(§) =
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If X 1S a descrete random variable then

P(X < a) # P(X < a)
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Example

A shipment of 8 similar microcomputers to a
retail outlet contains 3 that are defective and 5 are
non-defective. If a school makes a random
purchase of 2 of these computers, find the
probability distribution of the number of
defectives.
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Solution:

We need to find the probability distribution
of the random variable: X = the number of
defective computers purchased.

Experiment. selecting 2 computers at
random out of 8

3
n(y) = {2] equally likely outcomes
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The possible values of X are: x=0,1,2. |

Consider the events:
3\ (§)
(X=0)={0D and 2N} = n(X=0)=| |x
0) 2
/3\ /5\
(X=1)={1D and IN} = n(X=1)=]| |x 1
) \1)
\

/5\
(X=2)=(2D and ON} = n(X=2)=|" |
2) \0,
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X

5
l
f(0)=P(X=0)= ”(HX( ;)0)— [ ][8][2] 1o

f(1)=P(X=1)= "X =D _ [ ]X ]

b
7(S) [8] 28

o)
] 28

503 STAT

)

X

f(2)=P(X=2)= "X =2) _ @][

n(S)
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Thei\lit distribution of X can
be given in the following table

X O 1| 2 |Total
f(x)=P(X=x)| 10 | 15| 3 | 1.00
28 | 28 | 28
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f)=PX=x)=] {8] = x=0,1,

0; otherwise

Hypergeometric Distribution
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Another Example: see Example 3.8 page 84
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Definition 355
The cumulative distribution function

(CDF), F(x), of a discrete random
variable X with the probability function
f(x) 1s given by:

F(x)=P(X§x)=Zf(t), —00 < X < 00
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Find the CDF of the random variable X
with the probability function:

x | 0 1] 2
fx) 10 15| 3
28 | 28 | 28
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F(x)=P(X<x) for —oo<x<
for x<0: F(x)=0

10
for 0<x<1: F(x)=PX=0)=—

28
3 N O DY = 1 _10+15_25
for 1 <x <2: (x) =P(X =0)+P(X = )_28 28 28

for x>22: F(x)=PX=0+PX=1)+P(X=2)
_10 15 3 _
28 28 28

1




10/28 15/28 3/28
% & L &
X 0 1 2
10/28 15/28 3/28
% % &
0 X 1 2
10/28 15/28 3/28
% L
0 1 X 2
10/28 15/28 3/28 3
0 1 2 X
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(0 x<0

10" 0<x<l
F(x):P(Xéx)—<28

2. I<x<?2

28

1 x=2
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F(—0.5) = P(X<—0.5)=0

F(1.5)=P(X<1.5)=F(1) =25/28

F(3.8) =P(X<3.8)=F(2)= 1




|~ ===

" Result:
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Result: I .

Suppose that the probability function of X 1s:

X X] X

X3

) ) ) ).

Where x;<x,< ... <x,. Then:
F(x;) =1(x)) +1(xy) +... +1(x)) ;
F(Xi) — F(Xi _1) T f(Xi) : i:2, .1l

?

f(xi) = F(xi) - F(xi-)
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In the previous example,

R 5 1013
P(0.5<X <1.5)=F(15)~F(05) = =-—-
( )=K(19)-F0.) 28 28 28
P(1<X<2)=FQ)-F(l)=1-2=—
28 28
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A

)robability Distributions

For any continuous random variable, X,
there exists a non-negative function f(x),
called the probability density function
(p.d.f) through which we can find

probabilities of events expressed In term of
X.
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Atinuous r. v. X, there exists a function
f (x), called the density function of X , for which:
(1) The total area under the curve of f(x)=1.

f: R — [0, )

f(x)

>

area= J._:; f(x)dx =1
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e b Y
P(a<X <b)= [f(x)dx

= area under the curve
of f(x) and over the
interval (a,b)
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Definition’
The function f(x) 15 a probability density function (pdf) for a
continuous random variable X, defined on the set of real
numbers, 1f:

[ f(x)20 VxeR
2. Off(x)dx:I

0

b

3. Pla<X<h)=fx)dx Va,beR; ash
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NotE™..
For a contimous random vartable X, we have;
| f{x) £ P(X=x) (In general)
2 P(X=a)=0 forany acR
J Ha<X<bFPa<X<bFPla<X<bFPla<X<h
} P(XeA)= J x)d
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f(x)

SN

X

Total area=| " f(x)dx=1
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/

f(x)

\\.

N

=N

a

X b

area= Pla < X < b)
— j: f(x)dx

503 STAT




f(x)

AT

AN

X b
area= P(X = b)
— j:f(x) ax
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f(x)
/ \
%
a X

area= P(X < a)
= Jiﬁ f(x)dx
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A

Suppose that the error in the reaction temperature, in °C, for a controlled lahora-
tory experiment 1s a continuous random variable X having the probability density

function

(2

T, —l<r <,

0, elsewhere.

fla) =<

\

(a) Verify that f(x) is a density function.
(h) Find P(0< X <1),
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.

eaction temperature In °C. ‘

ULTUTE .-
X =the error In the
X IS continuous r. V.

f(0=43" "

0; elsewhere

L ’
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- 1.(a) 0 because f(x) is a quadratic function.

(b) Tf(x)dx = _Jlde + flxz dx + Tde
o o | 2

3

2 ) —9
— flxzdx: lx3 r

_13 9 )CZ—I_

1 .
= 5B=(1)=1
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0, P0<X<N) = [ = e

-
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Definition
The cumulative distribution function (CDF),

F(x), of a continuous random variable X with

probability density function f(x) Is given by:

F(x) = P(X<x)= ]Yf(t)dt . for —oo<x<oo
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In the previous example
1. Find the CDF
2. Using the CDF, find P(0<X<1).

X2 —l<x<?

1
f(=13"
0

0 elsewhere
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- Sol
(1) Finding F(x):

F(x) = P(X<x)= [f(t)dt ; for —oo<x<o0

For x<—1:

F(x)= [f(t)dt= [0dt=0
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1<x<2:

For —

F(x) = ijf(t)dt = _ledt + fle dt

-0 -0 -13
=jltzdt
13
1y li=x |
= | =1 ) =—(x" +1
5 Ji-o1 9( - (-1))= ( )
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X —1 2 X 2
F(x)= [f{t)dt= det+j%tzdt+j0dt = j%tzdt = 1.
-0 -1 2 -1

Therefore, the CDF 1s:
(0 x<-l

Fx)= POY <) =1 41) -~ 1<x <2

For x>2:

9
Lx22
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P(0<X<1)=F(1) — l;(\O) =

\O | —

2
9

\O | —
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(1) 3.6 — 3.9 page 92
(2) 3.18 — 3.20 page 93

(3) On a laboratory assignment, if the equipment is working,
the density function of the observed outcome,X, Is
f(x) =k(1—x), 0<x<1

« Determine k that renders f(x) a valid density function.
« Calculate P(X < 1/3).
* What is the probability that X will exceed 0.5?
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N - A i

Joint Probz ity Distributions

In general, If X and Y are two random
variables, the probability distribution that
defines their simultaneous behavior Is

called a joint probability distribution.
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If X and Y are 2 discrete random variables, this
distribution can be described with a joint

probability mass function. If X and Y are

continuous, this distribution can be described

with a joint probability density function.
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Twobiébrete Random Variables:

If X and Y are discrete, with ranges Ry

and Ry , respectively, the joint
probability mass function Is

p(X,y)=P(X=xandY =y),XE€ Ry ,Y € Ry.
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IN the discrete case, =

The function f(x,y) is a joint probability distribution or probability mass
function of the discrete random variables X and Y if

1. f(z,y) > 0for all (z,y),
2. 2.0 flay) =1,

3. P(X =2,Y =y) = f(z,y).
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Two ContinuouS Random Variables:
If X and Y are continuous, the joint
probability density function is a function
f(x,y) that produces probabilities:

PI(X,Y) € 4] = f f £ (x,y)dydx
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In the continuous case;..

The function f(z,y) is a joint density function of the continuous random

variables X and Y if

I. fx,y) >0, for all (z,y),

2 o fley) dedy =1,

3. P(X.Y) e 4| = ffA r,y) dz dy, for any region A in the xy plane.
H)P(as<x <b,c<y<d)=[[f (x,y)dydx
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Suppose we have the following joint mass function

| 2 0 5
1 0.15 K 0.20
3 0.20 0.05 0.15

Find the value of k?
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D) feyn=1
x Y

We get

0.15+0.20+k+0.05+0.20+0.15=1
0.75+k =1
k=1-0.75=0.25
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Example: *

Suppose we have the following joint density function

(6-X —Y
f(x,y)=x 8
0 oW .

O<x<2 , 2<y<4

1) Prove that f(x, y) Is a joint probability function?

2) Calculate P (X < % Y < g)
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CDf(x,y)=0
6—X —

I IT0y) =[] dxdy

%4 [j(6 X —y )dx }dy

2

1]‘ [6x —X——yx} dy
2 2 .

8
_1

4 @y
-31 (o2~

J-ole
14
— §£(10 — 2y pdy
—2[10y —y*] =[(204) - (47) - (10> - (")

—2(40-16) - (20-4) = (8) =1



41

=——=0.142 ?
>a8 Prove that”

Another example see Ex 3.15 on page 96
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The margina utions

The marginal distributions of X alone and of Y alone are

g(x) =) flx.y) and h(y)=>_ f(ry)
Y T
for the discrete case, and

o) = [ sewdy )= [ fe) de

for the continuous case.
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Suppose we have the following joint mass function

| 2 0 5
1 0.15 0.25 0.20
3 0.20 0.05 0.15

Find the marginal distributions of X and Y?
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Y -2 0 5 Sum
X
1 0.15 0.25 0.20 0.6
3 0.20 0.05 0.15 0.4
Sum 0.35 0.30 0.35 1
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The marginal distribution

of X

The marginal
distribution of Y

70
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X 1 3 Sum
f (x) 06 | 04 1
-2 0 5 | Sum
y
f (y) 0.35|0.30|0.35 1




ExamplE™. -

Suppose we have the following joint density function

f (x,y)=c(x+y) , 0<x<1,0<y<2

Find the value of ¢ ?
Find the marginal distributions of X and Y?
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D (x )dxdy =1

—00 —00 00

c(x +y )dxdy =1

:>c=%:>f (x,y):%(x +Yy)

2)f ()= Jf (<,y)=[5(x +y)dy

— f (x)=§(x +1)
fy)=f (x,y):l%(x £y )dx

=t =3(v+3)
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pability distribution

Let X and Y be two random variables, discrete or continuous. The conditional
distribution of the random variable Y given that X = is

fla.y)
g(x)

Similarly, the conditional distribution of X given that Y =y is

flylr) =

. provided g(z) > 0.

flzly) = f/(zfu;ﬁ provided h(y) > 0.
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The joint density for the random variables (X .Y'), where X is the unit temperature
change and Y is the proportion of spectrum shift that a certain atomic particle

produces, is (0 9
Wy, 0<e <y <1,

fle.y)=

0, elsewhere,

\

(a) Find the marginal densities g(x), h(y), and the conditional density f(y|z)

(h) Find the probahility that the spectrum shifts more than half of the total
observations, given that the temperature is increased by .25 unit.
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(a) By definition,

/ flz.y) dy = /mxy?dy

'U:l
10
:Ex(l—:jgg)jo.(x_(lj ‘

Y=

/ fﬂ:y)dx—/ 10zy* d$—5m22$_ =5y, 0<y< 1.
0

NO‘W

flylz) =

— — 30< < <1'
gr(l-a%)  1-a? T <y

f(x:' y) 10:1:?:}2 3y2
)
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(h) Therefore,

1

1 2
31 8
f@|$:&%ﬁw:/1 -

|
P(Y>-|X=02)= dy =
( 2| ) a1=025% Y

1/2

Another example see Ex 3.20 on page 100
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Let X and Y be two random variables, discrete or continuous, with joint proba-

hility distribution f(x,y) and marginal distributions g(z) and h(y), respectively.
The random variables X' and Y are said to be statistically independent if and
only if

fla.y) = glx)h(y)

for all (z,y) within their range.
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ExamplE™. -

Suppose we have the following joint distribution

e | x>0,y>0
0 , OWw.

Prove that X and Y are independent?

T(X,y)=s
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f(x.y) =F)f(y)

Df (x)= Tf (x,y)dy =[3ee ¥dy =3e‘xojoe“°’ydy

[ —]00

=3

= e [0-1]=€ e )

- -0

2)f (y)=[f (x,y)dx =[3e e dx =3 [e “dx

From (1) and (2) =

Fx,y)=1(x)-T(y)



X and Y are | ndependent, then
DTx,y)=t(x)T(y)

2)f (x/y)="f (x)
3) f (y/x)=F(y)
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Examplet. -

Suppose we have the following joint distribution
f(x,y)=k(8-x-y), 0<x<4,1<y <3

Find:

1) The value of k

2)f (x),f(y) f (y/x), f(x/y)
4) P(x <3) 5) P(x <3/y <2)
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— kf_]l(S—x —y )dx }y ek

1.0

= kj_8(4)—4?2—4y }dy =1

=3 ?(—4y +24)y =1
1

:k[ 42y +24y} —1

1

1 1
=k (32)=1=k :§:>f (X,y)=§(8—X -y)



— f (x)=f3—12(8—x —y )dy

1

— f (x)=3—12(12—2x) , 0<x <4
f(y)=_off(x,y)dx

=1 (y)=zg—12(8—x —y )dx

— f (y)=3i2(24—4y) , 1<y <3



f (X/y)zf (X’Y):?)—Z

fy) 1o 24 -4y
(2a-ay)  (2474)

4) P (X gB)zEf (X )dx =%
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p(y <2)=f (y)dy - f312(24 4y )dy =22

P(x <3/y SZ):%
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