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   Semester 451 / Final Exam / MATH-244 (Linear Algebra)  
Max. Marks:  40                            Time: 3 hours 

 

Name:           ID:              Section:   Signature:          
              
 

Note: Attempt all the five questions. Scientific calculators are not allowed! 
 

 
Question 1 [Marks:10 ×1]:  

Choose the correct answer: 

(i)        If the matrix 𝐴 = ൥−

0       2    − 1

2       0    − 4

1  − 𝛿         0

൩  satisfies the condition −𝐴 = 𝐴௧ (here, 𝐴௧denotes the 

transpose of 𝐴), then 𝛿 is equal to: 
(a)  0                      (b)    -4                   (c)  -2                          (d)  4. 

(ii)        If 𝐴 and 𝐵 are 3 × 3 matrices with |𝐴| = −1 and |3𝐴ଶ𝐵𝐴ିଵ| = −54, then |𝐵| is equal to:  
(a)  18                 (b) −18             (c)  −2                      (d)    2. 

     (iii)       If |3𝐴| = −2, then the reduced row echelon form of 𝐴 must be equal to: 
(a)  3𝐈                     (b)  2𝐈                 (c)   

ଵ

ଷ
𝐈                      (d)    𝐈. 

(iv) Let F denote the set of all solutions of the linear system 𝐴𝑋 = 𝑂, where the matrix of 𝐴 is 
invertible and 𝑋ϵ ℝଷ. Then, F is equal to: 

(a)   ℝଷ                   (b)  {}                 (c)    {(0,0.0)}               (d)  ℝଷ − {(0,0,0)}. 
(v) If the vectors (1,2,1), (2,5,3) and (−1, −4, ℎ) are linearly dependent in ℝଷ, then h is equal to: 

(a)  5                    (b)  − 3               (c) −5                      (d)   3 
(vi) If   𝑊 = 𝑠𝑝𝑎𝑛 {(1,1,1), (−2, −2, −2)}, then dim(W) is equal to:         

(a) 2                       (b) −1                 (c)  0                           (d)   1. 
(vii) If 𝐵 = {(−2,4), (3, −5)} is an ordered basis of the vector space ℝଶ, then the coordinate 

vector [(1,3)]஻ is equal to: 

   (a) ቂ 1
3

ቃ                     (b) ቂ 1
−1

ቃ              (c)   ቂ
7
5

ቃ                         (d) ቂ5
7

ቃ. 

(viii) If the inner product on the vector space 𝑃ଶ of polynomials with degree ≤ 2 is defined by 
〈𝑝‚𝑞〉 = 𝑎଴𝑏଴ + 𝑎ଵ𝑏ଵ + 𝑎ଶ𝑏ଶ for all 𝑝 = 𝑎଴ + 𝑎ଵ𝑥 + 𝑎ଶ𝑥ଶ‚ 𝑞 = 𝑏଴ + 𝑏ଵ𝑥 + 𝑏ଶ𝑥ଶ ∈ 𝑃ଶ, then 
the distance between the polynomials 2 − 3𝑥ଶ and 1 − 𝑥 + 𝑥ଶ is equal to:  

(a)   1                    (b)    3√2             (c)   0                       (d)  2√3. 
(ix)       If  𝑇: 𝑃ଶ → 𝑃ଷ  is the linear transformation defined by 𝑇൫𝑝(𝑥)൯ = 𝑥𝑝(𝑥), then which         
            of the following polynomial is in 𝐼𝑚(𝑇)? 

(a) 3 − 𝑥ଶ               (b) 1 + 𝑥ଷ          (c)    3𝑥 − 𝑥ଶ               (d) 3𝑥 − 𝑥ସ. 

        (x)      If 𝐴 = ቂ
 0 − 1
−4    0

ቃ, then the matrix 𝐴 is: 

                   (a)   diagonalizable    (b)  symmetric            (c) not diagonalizable  (d) not invertible. 
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Question 2 [Marks: 2+3+1]: : Let A  be a matrix with  𝑅𝑅𝐸𝐹(𝐴) =

⎣
⎢
⎢
⎢
⎡

1    1    0  − 3    0    0
0    0     1       1    0    0
0    0     0       0    1    0
 0    0     0       0     0    1
 0    0     0      0     0    0⎦

⎥
⎥
⎥
⎤

 . Then: 

(a) Find  𝑟𝑎𝑛𝑘(𝐴) and 𝑛𝑢𝑙𝑙𝑖𝑡𝑦(𝐴). 
(b) Find a basis for the row space  𝑟𝑜𝑤(𝐴) and the null space 𝑁(𝐴). 
(c) Show whether or not the linear system 𝐴𝑋 = 𝑏  has a solution for all 𝑏 ∈ ℝହ. 

Solution: (a) 𝑟𝑎𝑛𝑘(𝐴) = the number of nonzero rows in 𝑅𝑅𝐸𝐹(𝐴) = 4. 
                       Since 𝑟𝑎𝑛𝑘(𝐴)+ 𝑛𝑢𝑙𝑙𝑖𝑡𝑦(𝐴) = 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑙𝑢𝑚𝑛𝑠 𝑖𝑛 𝐴, we have 𝑛𝑢𝑙𝑙𝑖𝑡𝑦(𝐴) = 6 − 4 = 2.. 

(b) A basis for 𝑟𝑜𝑤(𝐴) consists of the nonzero rows in 𝑅𝑅𝐸𝐹(𝐴): 
{(1,1,0, −3,0,0), (0,0,1,1,0,0), (0,0,0,0,1,0), (0,0,0,0,0,1)}.. 

Since 𝑑𝑖𝑚𝑁(𝐴) = 2 and since (3,0, −1,1,0,0), (0,3, −1,1,0,0) ∈ 𝑁(𝐴) are linearly independent, 
{(3,0, −1,1,0,0), (0,3, −1,1,0,0)} is a basis for 𝑁(𝐴). 
[{(3,0, −1,1,0,0), (−1,1,0,0,0,0)} is another basis for 𝑁(𝐴).] 

(c) Since 𝑑𝑖𝑚 𝑐𝑜𝑙(𝐴) = 𝑟𝑎𝑛𝑘(𝐴) = 4 < 5 = 𝑑𝑖𝑚ℝହ,  the columns of A  do not span ℝହ. Hence, there 
exists at least on 𝑏 ∈ ℝହ for which 𝐴𝑋 = 𝑏   has no solution. 

Question 3 [Marks: 4+5]:   
(a) Let A = {(1,0,3), (1,1,0), (2,2, -3)} and B = {(1,0,0), (0,1,0), (0,0,1)} be given ordered bases 

for the vector space R3. Then construct the change of basis matrix APB and then use it to find 
the coordinate vector [v]A of 𝑣 = (3. −2.1).   

(b) Let  𝐸 = {𝑢ଵ = (1,1,1), 𝑢ଶ = (−1,1,0), 𝑢ଷ = (1,2,1)}.  Find  an orthonormal basis for the 
Euclidean space ℝଷ by applying the Gram-Schmidt algorithm on 𝐸. 

Solution: (a) (1,0,0) = α(1,0,3) + β(1,1,0) + γ(2,2, −3) ⇒ α = 1 = γ, β = −2 so that [(1,0,0)]஺ = ൥
1

−2
1

൩. Similarly,                

                                [(0,1,0)]஺ = ൥
−1
3

−1
൩ and [(0,0,1)]஺ = ൥

0
2/3

−1/3
൩. Hence, APB  = ൦

   1   − 1        0

−2        3       
ଶ

ଷ

    1    − 1    −
ଵ

ଷ

൪, 

                                                  Next, [v]A = APB [v]B =൦

   1   − 1        0

−2        3       
ଶ

ଷ

    1    − 1    −
ଵ

ଷ

൪ ൥
3

−2
1

൩ = ൦

5

−
ଷସ

ଷ
ଵସ

ଷ

൪.  

          (b)  𝑣ଵ = 𝑢ଵ = (1,1,1);  𝑣ଶ = 𝑢ଶ −
ழ௨మ,௨భவ

ห|௨భ|ห
మ 𝑢ଵ = 𝑢ଶ −

଴

ห|௨భ|ห
మ 𝑢ଵ = (−1,1,0) and   𝑣ଷ = 𝑢ଷ −

ழ௨య,௨భவ

ห|௨భ|ห
మ 𝑢ଵ −

ழ௨య,௨మவ

ห|௨మ|ห
మ 𝑢ଶ = (

ଵ

଺
,

ଵ

଺
,

ିଵ

ଷ
).   

                                                  Hence, 𝑤ଵ =
ଵ

||௩భ||
𝑣ଵ =

ଵ

√ଷ
(1,1,1), 𝑤ଶ =

ଵ

||௩మ||
𝑣ଶ =

ଵ

√ଶ
(−1,1,0), 𝑤ଷ =

ଵ

||௩య||
𝑣ଷ = √6 ቀ

ଵ

଺
,

ଵ

଺
,

ିଵ

ଷ
ቁ.            

Question 4: [Marks: 2+3+2]  
Let 𝑇: ℝଷ → ℝଷ be the linear transformation given by:      

(1,0,3) (2, 1,3), (0,1,0) (1,0,2),  and (0,0,2) (4,0, 2)T T T     . 
   (a) Find the standard matrix for the transformation T . 
  (b) Find dim(ker( ))T  and dim(Im( ))T . 

(c) Find (1,2,3)T  by using the standard matrix of T . 

Solution: (a) (4,0, −2) = 𝑇(0,0,2) = 2𝑇(0,0,1) ⇒ 𝑇(0,0,1) = (2,0,-1). and so 

           (2, −1,3) = 𝑇൫(1,0,0) + 3(0,0,1)൯ = 𝑇(1,0,0) + 3𝑇(0,0,1) = 𝑇(1,0,0) + 3(2,0, −1)   

                        gives 𝑇(1,0,0) = (−4, −1,6). 

                     Hence, the standard matrix for the transformation T is ൥
−4     1        2
−1     0        0
   6     2  − 1

൩. 



Page 3 of 3 
 

    (b) Since อ
−4     1        2
−1     0        0
   6     2  − 1

อ = −5 ≠ 0, we have dim൫Im(𝑇)൯ = rank(𝑇) = 3.  

         Hence, dim(ker(𝑇)) = dim(ℝଷ) − rank(𝑇) = 3 − 3 = 0.  

    (c)  𝑇(1,2,3) = ൥
−4     1        2
−1     0        0
   6     2  − 1

൩ ൥
1
2
3

൩  = ൥
4

−1
7

൩.. 

 

Question 5: [Marks: 3+3+2] 

         Let   

2 0 1

0 1 0

3 0 2

A

 
   
   

. Then: 

(a) Show that the matrix A is diagonalizable.  

(b) Find an invertible matrix P such that 1P AP is a diagonal matrix. 
(c) Compute the matrix 𝐴ଶ଴ଶସ .  

Solution: (a) 0 = |𝐴 − I| =  ቤ
2 −        0          1

         0       1 −       0    

       −3           0  − 2 − 
ቤ = −( + 1) ( − 1)ଶ ⇒  𝜆 = −1, 1, 1   are the eigenvalues of A. 

           The eigenspace corresponding to the eigenvalue 𝜆 = −1:  𝐸ିଵ = < (-1/3, 0, 1)> and     
                             the eigenspace corresponding to the eigenvalue 𝜆 = 1:  𝐸ଵ = <{ (-1, 0, 1), (0,1,0)}>. 
                             So, the algebraic multiplicity of each eigenvalue of A equals to its geometric multiplicity. 
                              Hence, the matrix A is diagonalizable.          

                       (b) From Part (a), we get an invertible matrix 𝑃 = ቎
−1     0   −

ଵ

ଷ

  0     1      0
  1     0     1

቏  with 𝑃ିଵ = ቎

−
3

2
     0   −

1

2

  0      1      0

  
3

2
      0    

3

2

቏  so that 

                             𝑃ିଵ𝐴𝑃 = ቈ
1     0     0

0     1     0

  0     0 − 1

቉ = 𝐷 (𝑠𝑎𝑦); which is a diagonal matrix. 

                       (c)  From Part (b), we get 𝐴ଶ଴ଶସ  = (𝑃𝐷𝑃ିଵ)ଶ଴ଶସ = 𝑃 ቈ
1     0     0

0     1     0

  0     0 − 1

቉

ଶ଴ଶସ

𝑃ିଵ = 𝑃𝐼𝑃ିଵ = I. 

*** 


