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Note: Attempt all the five questions. Scientific calculators are not allowed.

Question 1 [Marks 1x 10]: Choose the correct answer:

(i) Ifthe rows of a 3 X 4 matrix are linearly dependent, then the maximum dimension for col(4) is:

(@) 1 (b) 2 (c) 3 (d) 4

(ii) If A is a nonzero 4 X 7 matrix, then the possible values for nullity(A4) are:
(a) 2,3,4,5,6 (b) 3,4,5,6,7 (c) 3,4,5,6 (d) 1,2,34

(iii) If u and v are nonzero vectors in an inner product space with d(u, v) = d(u, —v), then u is orthogonal to:

(a) u b)u+v ©u-v (d) v.
(iv) If {u, v} is linearly independent and {u, v, w} is linearly dependent, then:

(a) {u,w}is linearly (b) {v,w} is linearly (c) w € spanf{u, v} (d) u € span{v,w}.
independent. independent.

() If [é _23] is the transition matrix from the basis {u, (1,1)} to the basis {(5,4), v} for R?, then u is equal to:
(a) (13) (b) (4,-1). (c) (14,11) ) (3,0).
(vi) If S = {v; = (1,1),v, = (1,0)} is a basis for R? and the transformation T: R? - R? is such that T(v;) = (1,—2)
and T(v,) = (—4,1), then T(5,-3) equals:
(a) (-35,14) (b) (2, -10) (©) (2,5) (d) (2, 10).
(vii) The set {(-3, 4, 0), (4, x, 0), (0, 0, x)} of vectors in the Euclidean space R® is orthogonal iff :
(a) x=1 (b) x=3 (c)x=-3 (d) x=5
(viii) If T: R? > R? is a linear transformation with T(1,0) = (1,2) and T(1,1) = (5, —3), then its standard matrix is:
@) B —45] ®) B —53] © [é —23] @ B —61]
(ix) The eigenvalues of a square matrix A are the same as the eigenvalues of:
(a) 4% (b) AT (C) RREF(A). (d) adj(4)

(x) If 4 is diagonalizable matrix, then det(A4) equals:

(a) The sum of the eigen (b) The product of the (¢) Zero (d) Number of
values of A eigen values of A columns in A.
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Question 2 [Marks 2 + 2 + 2]:
(a) Leta matrix A satisfy 42 + 4 = [ g 03] Then show that 4 is invertible.

(b) Consider B, C € M3(R) with |B| = 2|C| = 1. Then evaluate |3 C B adj(B~3)].
(c) Find the values of @, b such that the following system of linear equations
x—2y+3z=4
3x —4y+5z=5»b
2x—3y+az=5
has: (i) no solution (i) unique solution.

Question 3 [Marks 3 + 3 + 2]:

(a) Find a subset B of G = {(1,1, — 4, — 3), (2,0,2, — 2), (1,2, — 9, — 5)} that forms a basis for span(G). Then
express each vector in G — B as a linear combination of vectors in B.
10-2 1 3

(b) Consider the matrix 4 = _01 ; 2 B (1) _13 . Then find a basis for the column space col(A4) and dimension
11 1 1 4

of the null space N(A).
(c) Let B and B’ be two ordered bases for R? with a transition matrix Pg_p = [_i’ _ :ﬂ from B to B'. If

[V]gr = [ _131] is the coordinate vector of a vector v € R? relative to the basis B’. Then find [v].
Question 4 [Marks 2 + 3 + 5]:

(a) Let {v, =(1,0,0,0),v, = (0,1,0,0),v; = (0,0,1,0), v,} be the orthonormal basis obtained by applying the
Gram-Schmidt algorithm on the basis {u; = (3,0,0,0),u, = (3,3,0,0),u; = (3,3,3,0),uy = (3,3,3,3)} of
Euclidean inner product space R*. Then find the vector v,.

(b) Let v, be any fixed vector in an inner product space V' of dimension n and T:V — R be the linear
transformation defined by T(v) = < v,v, > forall v € V. If v, € Ker(T), then show that nullity(T) = n.
(¢c) Let B={u, = (1,0,0),u, = (0,1,0),u3 = (0,0,1)} and C = {v; = (1,1,1)),v, = (1,1,0),v; = (1,0,0)} be
two ordered bases for R3. Let the linear transformation T: R® —» R3 be defined by:
T(xy, %2, %3) = (X1 — X3, X3 — X3,%1 — X3)}.
Find the matrix [T]g of the transformation T relative to the basis B and then use it to find the matrix [T].

10 3
Question 5 [Marks 2 + 1 + 3]: Consider the matrix A = |1 2 1 |. Then:
0 0 -1

(a) Find the eigenvalues of 4.
(b) Is the matrix A diagonalizable? Justify your answer.
(¢) Find a diagonal matrix D and an invertible matrix P such that P~1AP = D.
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