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Note: Attempt all the five questions. Scientific calculators are not allowed. 
 

Question 1 [Marks 1× 10]: Choose the correct answer: 

(i) If the rows of a 3 × 4 matrix are linearly dependent, then the maximum dimension for col(A) is: 
 

(a) 1 (b) 2 (c) 3 (d) 4 

(ii) If A is a nonzero 4 × 7  matrix, then the possible values for nullity(A) are: 
 

(a) 2,3,4,5,6 (b) 3,4,5,6,7 (c) 3,4,5,6 (d) 1,2,3,4 

(iii) If 𝑢 and 𝑣  are nonzero vectors in an inner product space with 𝑑(𝑢, 𝑣) = 𝑑(𝑢, −𝑣), then 𝑢 is orthogonal to:  
(a) 𝑢 (b) 𝑢 + 𝑣 (c) 𝑢 − 𝑣 (d) 𝑣. 

        (iv) If {𝑢, 𝑣} is linearly independent and {𝑢, 𝑣, 𝑤} is linearly dependent, then: 

(a) {𝑢, 𝑤} is linearly 
independent. 

(b) {𝑣, 𝑤} is linearly 
independent. 

(c) 𝑤 ∈ 𝑠𝑝𝑎𝑛{𝑢, 𝑣} (d) 𝑢 ∈ 𝑠𝑝𝑎𝑛{𝑣, 𝑤}. 

       (v) If  ቂ1 2
3 −3

ቃ is the transition matrix from the basis {𝑢, (1,1)}  to the basis {(5,4), 𝑣} for ℝ2, then 𝑢 is equal to: 

(a) (1,3)   (b) (4, −1). (c) (14,11) (d) (3,0). 

(vi) If 𝑆 = {𝑣ଵ = (1,1), 𝑣ଶ = (1,0)} is a basis for ℝ2 and the transformation 𝑇: ℝଶ → ℝଶ is such that 𝑇(𝑣ଵ) = (1, −2) 

        and 𝑇(𝑣ଶ) = (−4,1), then 𝑇(5,−3) equals: 

         (a)  (-35, 14)                                 (b) (2, -10)                                   (c) (2, 5)                                 (d) (2, 10).         

       (vii) The set {(−3, 4, 0), (4, 𝑥, 0), (0, 0, 𝑥)} of vectors in the Euclidean space ℝ3 is orthogonal iff : 

         (a)  x = 1                                       (b)  x = 3                                      (c) x =  -3                                (d)  x = 5 

        (viii) If 𝑇: ℝଶ → ℝଶ is a linear transformation with 𝑇(1,0) = (1,2) and 𝑇(1,1) = (5, −3), then its standard matrix is: 

(a) ቂ
1 4
2 −5

ቃ (b) ቂ
1 5
2 −3

ቃ (c) ቂ
1 2
5 −3

ቃ (d) ቂ
1 6
2 −1

ቃ 

        (ix) The eigenvalues of a square matrix A are the same as the eigenvalues of: 

(a) 𝐴ଶ. (b) 𝐴். (c) RREF(A). (d) adj(A) 
 
 

          (x) If A is diagonalizable matrix, then det(A) equals:  
 

(a) 𝑇ℎ𝑒 𝑠𝑢𝑚 𝑜𝑓 𝑡ℎ𝑒 𝑒𝑖𝑔𝑒𝑛 
values of A 

(b) 𝑇ℎ𝑒 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑜𝑓 𝑡ℎ𝑒 
 𝑒𝑖𝑔𝑒𝑛 𝑣alues of A 

(c) 𝑍𝑒𝑟𝑜 (d) 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 
columns in A. 
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Question 2 [Marks 2 + 2 + 2]:  

(a) Let a matrix A satisfy 𝑨𝟐 + 𝑨 = ቂ
3   0
0    3

ቃ. Then show that A is invertible. 

(b) Consider B, C  𝐌ଷ(ℝ) with    |𝐁| = 2|𝐂| = 1. Then evaluate  |3 𝑪 𝐁 𝑎𝑑𝑗(𝐵ିଷ)|. 
(c) Find the values of a, b such that the following system of linear equations 

                                                                       𝑥 − 2𝑦 + 3𝑧 = 4                                        
                                                                    3𝑥 − 4𝑦 + 5𝑧 = 𝑏  
                                                                    2𝑥 − 3𝑦 + 𝑎𝑧 = 5   

has:        (i)  no solution                     (ii)  unique solution. 
 

Question 3 [Marks 3 + 3 + 2]: 

(a) Find a subset B of G = {(1‚1‚ − 4‚ − 3), (2‚0‚2‚ − 2), (1, 2, − 9, − 5)} that forms a basis for span(G). Then 
express each vector in  𝑮 − 𝑩 as a linear combination of vectors in B. 

(b) Consider the matrix 𝑨 = ൦

     1   0 − 2      1      3  
−1   1     5 − 1 − 3

     0    2     6      0      1   
  1    1     1      1      4

൪. Then find a basis for the column space col(A) and dimension 

of the null space N(A).  

(c) Let 𝐵 and 𝐵′ be two ordered bases for ℝଶ with a transition matrix  𝑷୆→୆ᇲ = ቂ
   5      3
−1 − 1

ቃ  from 𝐵 to 𝐵′. If 

[𝒗]𝐁ᇲ = ቂ
   11
−3

ቃ is the coordinate vector of a vector  𝒗 𝜖 ℝଶ relative to the basis 𝐵′. Then find [𝒗]𝑩. 

Question 4 [Marks 2 + 3 + 5]: 
 

(a) Let  {𝑣ଵ = (1,0,0,0), 𝑣ଶ = (0,1,0,0), 𝑣ଷ = (0,0,1,0), 𝑣ସ} be the orthonormal basis obtained by applying the 
Gram-Schmidt algorithm on the basis {𝑢ଵ = (3,0,0,0), 𝑢ଶ = (3,3,0,0), 𝑢ଷ = (3,3,3,0), 𝑢ସ = (3,3,3,3)} of 
Euclidean  inner product space ℝସ. Then find the vector 𝑣ସ. 

(b) Let 𝑣଴ be any fixed vector in an inner product space V of dimension n and 𝑇: 𝑉 → ℝ be the linear 
transformation defined by 𝑇(v) = < 𝑣, 𝑣଴ > for all 𝑣 ∈ 𝑉. If 𝑣଴ 𝜖 𝐾𝑒𝑟(𝑇), then show that 𝑛𝑢𝑙𝑙𝑖𝑡𝑦(𝑇) = 𝑛. 

(c) Let B = {𝑢ଵ = (1, 0, 0), 𝑢ଶ = (0, 1, 0), 𝑢ଷ = (0, 0, 1)} and C = {𝑣ଵ = (1,1, 1)), 𝑣ଶ = (1, 1, 0), 𝑣ଷ = (1, 0, 0)} be 
two ordered bases for  ℝଷ. Let the linear transformation 𝑻: ℝଷ → ℝଷ be defined by:  

𝑻(𝑥ଵ, 𝑥ଶ, 𝑥ଷ) = (𝑥ଵ −  𝑥ଶ, 𝑥ଶ − 𝑥ଵ, 𝑥ଵ −  𝑥ଷ)}. 
Find the matrix [𝑻]𝑩 of the transformation T relative to the basis B and then use it to find the matrix [𝑻]𝑪. 

Question 5 [Marks 2 + 1 + 3]: Consider the matrix 𝑨 = ൥
1   0       3
1   2       1
0    0  − 1

൩. Then: 

(a) Find the eigenvalues of A.   
(b) Is the matrix 𝑨 diagonalizable? Justify your answer. 
(c) Find a diagonal matrix D and an invertible matrix P such that 𝑷ି𝟏𝑨𝑷 = 𝑫.  

 
*** 


