Exercises STAT419 Kholoud Basalim

Chapter 4 :Approximation of the confidence interval

In this section, we discuss how to construct an approximate (1 — «)100% confidence interval for a

~

population parameter 6 using its maximum likelihood estimator 6.

The confidence interval is obtained by the following steps:

(DX, 0) = [Tizy f(w,0) -
(2)L(X;0) = log(£(X, 0)) .

2 . o~
(3)if % < 0, then 6,/ g is the solution of this equation:

OL(X;0) 0
00

. . . . 8?2 ;0
(4)The Fisher information is I, = E(—%).

Then the confidence interval of 6 is given by:

Zy_a

—=)
Vi

(éMLE =+

Example 1 : Let X be Gamma random variable with distribution :

0" 1 6
= T . >
f(z,0) F(r)x e x>0

Let X = (X4,.,X,) be n copies of X . Find an approximation C.I (1 —«a)100 % of 6.
Solution 1 :

First,find the maximum likelihood estimator of 6 :

n

0x,0) = ] f(:0)

i=1

_ o ., "x‘ r=1 =03 @

Then
L(X;0) = log(((X,0))

= nrlog(8) —nlog(T'(r)) + (r — 1) Zlog(xi) -0 Z x;
i=1 i=1
The first derivative of the logarithm of likelihood function is:

OL(X;0) nr &
a6 g 2

Setting this derivative to zero and solving for 6 :

AL(X;0)
90

Hence, the maximum likelihood estimator of 6 is given by:

=0

b=
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The second derivative of the logarithm of the likelihood function is given by:

O’L(X;0)  —nr

062 62
The fisher information of 6 is given by:
0?L(X;0)
I, = E(- .
( 062 )
nr
= ®(p)
nr
T
we replace the unknown 6 by its estimate 6 . (0 — )
L
"oy

The 100(1 — o) % approximate confidence interval for 6 is:

) Zi s
Omre = =)
I,
r Ji_a
— :l: 2
Z 7z

<

Example 2 : Let X be geometric random variable with distribution :
flz,)=0 1—-0)""12=1,23,..

let X = (X1,.,X,,) be n copies of X . Find an approximation 100(1 — «) % of 6.

Solution 2 :
First ,find the maximum likelihood estimator of 6 :

(X0 = [[f@.0

i=1
= (O -z

Then
L(X;0)

log(£(X, 0))
= mnlog(d) + (Z x; —n)log(l —0)
i=1

The first derivative of the logarithm of likelihood function is:

OL(X;6) n S Ti—n

00 0 1-6
Setting this derivative to zero and solving for 6 :
OL(X;0) 0
20
Then 1
é - -
z
we need the second derivative of L(X;6):
PLX;0)  —n Yl,xzi—n
062 2 (1-6)2
I v
G+ =G—a7 )
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The fisher information of @ is given by:

782L(X;9))
06?
no, i Ti—n

= Bt i)

I, = K

mean of a geometric distribution is given as follows: E(x) =

Sl

I, = n[=

) Zi s
Omre =+ =)
Vi,
A 62(1 — 6)
0 + zig——" )

Example 3 : If X, X, ..., X, is a random sample from a population with density:

0zl fo<z<1.
f(a;0) = { 0 otherwise.

where 6 > 0 is an unknown parameter.

(a) what is a 100(1 — a) % approximate confidence interval for 6 if the sample size is large?
(b) Find 90% approximate C.I of 6 , if 2?21 log z; = —0.7564

Solution 3:

(a) First,find the maximum likelihood estimator of 6 :

0(X,0) = Hf(xi,f))

Then
L(X;0) = log(£(X,0))
= nlog(d)+(0—-1) Z log(z;)
i=1
The first derivative of the logarithm of likelihood function is:

OL(X;0) n " 4
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Setting this derivative to zero and solving for 6 :

AL(X;0)
90

Hence, the maximum likelihood estimator of 6 is given by:

=0

__-n
Z?:l IOg(xi)

The second derivative of the logarithm of the likelihood function is given by:

é:

PL(X:0) -n

002~ o*
The fisher information of 6 is given by:
B 0’L(X;0)

L = El-—%5 )

we replace the unknown 6 by its estimate 6 . ( 6= Z;}’,j —)

(Z?:l log ffi)2
n

i -

The 100(1 — o) % approximate confidence interval for 6 is:

A Zi_s
(Omre =+ =3
L,
— Zi_ar/n
(e + i)
> logz; > logz;
(b) We are given the followings:
n = 49
49
D logx; = —0.7576
i=1
l1—a = 090
Hence, we get
Zo.95 = 1.64
n 49
= = —64.75
Slogz;  —0.7567
and
7
vn = = -9.25

Slogw;  —0.7567

Hence, the approximate confidence interval is given by

(64.75 — (1.64)(9.25), 64.75 + (1.64)(9.25))

that is (49.58,79.92) .
Example 4 :
If Xy, Xo,..., X, is a random sample from a population with density:
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[ (1—00" ifz=0,1,2,..
f(a;0) = { 0 otherwise.

where 0 < 6 < 1 is an unknown parameter, what is a 100(1 — «) % approximate confidence interval for ¢
if the sample size is large?

Solution 4:
Thus 100(1 — ) % approximate confidence interval for 6 is:

A Zi_g
Ovre =+ =)
I,
. 6(1—6
@ = ZF%“L‘TLTﬂ
n(l—60+62)
where
[ ——
1+
Example 5 :

Let X1, X5, ..., X,, be a random sample of size n from a distribution with a probability density function:

[0+ ifl < < oo
fla;0) = { 0 otherwise.

where 0 < 6 is a parameter, what is a 100(1 — «)) % approximate confidence interval for 6 if the sample
size is large?

Solution 5:

Where é = 71 —+ W
i=1 i
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