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5.4 For the leukemia survival data in Exercise 4.2:  

(a)  Use the Wald statistic to obtain an approximate 𝟗𝟓% confidence in terval for the 
parameter 𝜷𝟏. 

(b) By comparing the deviances for two appropriate models, test the null hypothesis 𝜷𝟐  =  𝟎 
against the alternative hypothesis 𝜷𝟐 =  𝟎. What can you conclude about the use of the initial 
white blood cell count as a predictor of survival time? 
 
# y:times to death . 
y<-c(65,156,100,134,16,108,121,4,39,143,56,26,22,1,1,5,65) 
y 

##  [1]  65 156 100 134  16 108 121   4  39 143  56  26  22   1   1   5  65 

#x:log10(inital white blood cell count). 
x<-c(3.36,2.88,3.63,3.41,3.78,4.02,4,4.23,3.73,3.85,3.97,4.51,4.54,5,5,4.72,5) 
x 

##  [1] 3.36 2.88 3.63 3.41 3.78 4.02 4.00 4.23 3.73 3.85 3.97 4.51 4.54 5.00 5.00  
## [16] 4.72 5.00 

1)Hypothesis: 𝑯𝟎 𝒗𝒔 𝑯𝟏 

𝐻0: 𝛽2 = 0    ≫      𝐻0: 𝜇𝑖 = 𝑒𝛽1  

Vs 

𝐻1: 𝛽2 ≠ 0     ≫   𝐻1: 𝜇𝑖 = 𝑒𝛽1+𝛽2∗𝑥𝑖  

a-Model under 𝐻1  : 

#To Test H0:Beta2 equal 0 vs H1:Beta2 not equal 0 : 
# 1) find model under H0 and H1 : 
#model under H1 (M1) : 
m1<-glm(y~x ,family =Gamma(link = "log")) 
summary(m1,dispersion =1) 

##  
## Call: 
## glm(formula = y ~ x, family = Gamma(link = "log")) 
##  
## Coefficients: 
##             Estimate Std. Error z value Pr(>|z|)     
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## (Intercept)   8.4775     1.6548   5.123 3.01e-07 *** 
## x            -1.1093     0.3997  -2.776  0.00551 **  
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## (Dispersion parameter for Gamma family taken to be 1) 
##  
##     Null deviance: 26.282  on 16  degrees of freedom 
## Residual deviance: 19.457  on 15  degrees of freedom 
## AIC: 173.97 
##  
## Number of Fisher Scoring iterations: 8 

b-Model under 𝐻0   : 

#model under H0  (M0) : 
m0<-glm(y~1 ,family =Gamma(link = "log")) 
summary(m0,dispersion =1) 

##  
## Call: 
## glm(formula = y ~ 1, family = Gamma(link = "log")) 
##  
## Coefficients: 
##             Estimate Std. Error z value Pr(>|z|)     
## (Intercept)   4.1347     0.2425   17.05   <2e-16 *** 
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## (Dispersion parameter for Gamma family taken to be 1) 
##  
##     Null deviance: 26.282  on 16  degrees of freedom 
## Residual deviance: 26.282  on 16  degrees of freedom 
## AIC: 178.09 
##  
## Number of Fisher Scoring iterations: 6 

2)Find test statistics: 𝑫𝟎 ≥ 𝑫𝟏 

∆𝐷 = 𝐷0 − 𝐷1 ~ 𝜒𝑝−𝑞
2  

D0=Deviance of model M0 
D1= Deviance of model M1 
p= number of parameters in model 𝑀1 =2  
q= number of parameters in model 𝑀0 =1  
 
# 2) Find test statistics 
# we can find test statistics by useing Deviance (delta(D)= D0-D1) 
D0<- deviance(m0) 
D0 
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## [1] 26.2821 

D1<- deviance(m1) 
D1 

## [1] 19.45653 

# or by code : anova(m0 ,m1 , test = "Chisq") 
delta_D <- D0-D1  
delta_D  

## [1] 6.825567 

∆𝐷 = 𝐷0 − 𝐷1 = 26.2821 − 19.4563 = 6.825567 

3)To find table value: 

use the chi-square table and the degrees of freedom (df) are calculated as p-q. 

# critical value "from chi table " df=p-q =2-1=1 
# p= number of parameter in model M1=2 ,, q= number of parameter in model M0=1  
df_diff<- m0$df.residual - m1$df.residual 
df_diff 

## [1] 1 

critical_value<- qchisq(1-0.05 , df_diff) 
critical_value 

## [1] 3.841459 

 

4)Decision: 

Since ∆𝐷 > 𝜒0.05,1
2  , 𝑊𝑒 𝑅𝑒𝑗𝑒𝑐𝑡 𝐻0: 𝛽2 = 0  ., and we conclude that 𝑥 has a significant importance 

in predicting  
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#Decision: 
if (delta_D >critical_value) { 
  print("Reject H0") 
}else{ 
  print("Do not Reject H0") 
} 

## [1] "Reject H0" 

 

  

################################################### 

Hypothesis Testing Steps for Model Parameters:  

1- Hypothesis: 
𝐇𝟎: 𝛃𝐢 =  𝟎    𝐕𝐬  𝐇𝟏: 𝛃𝐢 ≠ 𝟎  

2- Test statistics:  

∆𝐃 = 𝐃𝟎 − 𝐃𝟏 ~ 𝛘𝐩−𝐪
𝟐  

                   = 𝟐 [ ℓ(𝐛𝟏; 𝒚) − ℓ(𝒃𝟎; 𝒚)] 

 
𝐷0 = Deviance of model M0    and    𝐷1 = Deviance of model M1 

               (  𝐷0 ≥ 𝐷1) 
𝑏0 is the MLE of 𝛽0 for model 𝑀0 and   𝑏1 is the MLE of 𝛽1 for model 𝑀1  
  ℓ(𝐛𝟏; 𝒚) ≥  ℓ(𝐛𝟎; 𝒚) 
 

3- Critical value  
𝛘𝐩−𝐪

𝟐  
p= number of parameters in model 𝑀1  and q= number of parameters in model 𝑀0 
 

4- Decision: 
 If ∆𝐷 > 𝜒𝛼,𝑝−𝑞 

2  , 𝑊𝑒 𝑅𝑒𝑗𝑒𝑐𝑡 𝐻0   
If ∆𝐷 ≤  𝜒𝛼,𝑝−𝑞 

2  , 𝑊𝑒 𝑑𝑜 𝑛𝑜𝑡  𝑅𝑒𝑗𝑒𝑐𝑡 𝐻0 , and choose model M0 


