Chapter 6:

Using Sample Data to Make Estimations About
Population Parameters
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Introduction

Statistical Inferences: (Estimation and Hypotheses Testing)

It is the procedure by which we reach a conclusion about a population on the
basis of the information contained in a sample drawn from that population.

There are two main purposes of statistics;
o Descriptive Statistics: (Chapter 1 & 2): Organization & summarization of the data

o Statistical Inference: (Chapter 6 and 7): Answering research questions about some unknown
population parameters.
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1) Estimation: (chapter 6)

Approximating (or estimating) the actual values of the unknown parameters:

> Point Estimate: A point estimate is single value used to estimate the corresponding population
parameter.

o Interval Estimate (or Confidence Interval): An interval estimate consists of two numerical values
defining a range of values that most likely includes the parameter being estimated with a specified
degree of confidence.

2) Hypothesis Testing: (chapter 7)

Answering research questions about the unknown parameters of the population (confirming or denying
some conjectures or statements about the unknown parameters).



The Point Estimate of the Population Parameters:
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In this section we are interested in estimating the mean of a certain population (u).

Population
(distribution)
X1,X5 ..., XN

Sample:

Random Sample X1 ,X9 4uuey X

Sample Size nn Sample mean = X

Population mean = u
Sample variance = S*

Population variance = o>

1
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(i) Point Estimation of :

A point estimate of the mean is a single number used to estimate (or approximate) the true
value of .

- Draw a random sample of size n from the population:
xl, xZ,..., xn

- Compute the sample mean:
o X=X
Xx=== -

Result:

nooy.
The sample mean X = %x‘ is a "good" point estimator of the population mean (p).



How to calculate the value of o

(1 — a)% confident level

* How to get o when confidence level (1 — a)% known

Example 1:

If we are 95% confident, find a?

o = 0.05

~ 100
Example 2:

If we are 99% confident, find a?

o = 0.01

~ 100



How to calculate the value of o

Example 3:
If we are 80% confident, find a?
20
=——=0.20
*~ 100
Example 4:
If we are 92% confident, find o?
8
=——=10.08
*~ 100
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(ii) Confidence Interval (Interval Estimate) of L

Aplinterval estimate of W is an interval (L,U) containing the true value of 1 "with a probability
ofl —a'.

*1 — o =is called the confidence coefficient (level)
(confidence level), degree of confidence.

* L = lower limit of the confidence interval

* U= upper limit of the confidence interval
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Result: (For the case when o is known)
(a) If xq,%5, ..., X, is @ random sample of size n from a normal distribution with mean p and
known variance g2, then:

A (1 — a)100% confidence interval for p is:
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(b) If x1,%5, ..., X%, isarandom sample of size n from a non-normal distribution

with mean p and known variance o2, and if the sample size n is large (n = 30), then:

An approximate (1 — a)100% confidence interval for p is:

X+7Z
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Note that :

1. Weare (1 —a)100% confident that the true value of p belongs to the interval ()? —Z,_

N[R

2. Upper limit of the confidence interval = X + Z,_

N R

NI
Sle Fle

3. Lower limit of the confidence interval = X — Z,_

4.  Z. a = Reliability Coefficient.
2

1—

o
5. Zl—% X\/_ﬁ_

6. In general, the interval estimate (confidence interval) may be expressed as follows:

margin of error = precision of the estimate.

XiZl_%O'X

estimator + (reliability coefficient) X (standard error)
estimator + (margin of error)



The t Distribution: (Confidence Interval Using t) el

We have already introduced and discussed the t distribution.
Result:
(For the case when g is unknown + normal population)

Iszl,XZ, ..., Xy, is a random sample of size n from a normal distribution with mean L and unknown variance
o<, then:

A (1 — a)100% confidence interval for p is:

Where the degree of freedom is:

df=v=n-1
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Note that:

1.  Weare (1 —a)100% confidence that the true value of u belongs to the interval
_ S _ S
(- te S e )

2. 6% = — (estimate of the standard error of X)

S

= Reliability Coefficient.w

4. In this case, we replace g by S and Z by t.
5. In general, the interval estimate (confidence interval) may be expressed as follows:
Estimator + (Reliability Coefficient) x (Estimate of the Standard Error)

Xitl_%ay
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Notes: (Finding Reliability Coefficient)
(1) We find the reliability coefficient Z, _a from the Z-table as follows:

2

Z — Table

t — Table




Example

Suppose that Z~N(0,1). Find Z, _a for the following cases:

2

(1) a = 0.1 (2) a = 0.05 (3) a = 0.01




Solution
(1) For a = 0.1:

a 0.1
1-5=1-7=095 = 7 _«=1Zpe = 1645

Z~N(0,1) N Z — Table

Z0.95 == 1645




Solution

(2) For « = 0.05:

0.05

1-2=1-—22=0975 = Z

a =17 = 1.96
2 2 ]__E 0.975

Z — Table




Solution

(3) Fora = 0.01:

1-2=1-22=0995 = Z,_« = Zo.905 = 2.575

Z~N(0,1) N Z — Table

Zo_995 = 2575




Example

Suppose that t~t(30). Find t, _a for a = 0.05
2

Solution:
df = v = 30:

t — t0_975 — 20423

t — Table

a
=3
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The confidence interval(C.l) for the population mean u

The (1-a)100%
confidence interval(C.l) for the population mean p

o2 known o2 unknown
Normal distribution or non- Normal distribution
normal distribution( n large) n <30 (n small)




g2 loll s

King Saud University

How to know if o known or unknown :

o known
e The population variance ......... (6?)
o The population standard deviation........ (o)
e Itis normal distribution with variance ..... (6?)
e It is normal distribution with standard deviation .....(0)

o unknown: (Use S instead )

Sample variance..... (S%)
Sample standard deviation ..... (S)
If we have a sample of size ..(n),has mean ( X) with variance ...(S?)

If we have a sample of size ..(n),has mean ( X) with standard
deviation ...(S)
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Example: (The case where is % known)

Diabetic ketoacidosis is a potential fatal complication of diabetes mellitus
throughout the world and is characterized in part by very high blood glucose levels. In a
study on 123 patients living in Saudi Arabia of age 15 or more who were admitted for
diabetic ketoacidosis, the mean blood glucose level was 26.2 mmol/Il. Suppose that the
blood glucose levels for such patients have a normal distribution with a standard
deviation of 3.3 mmol/I.

(1) Find a point estimate for the mean blood glucose level of such diabetic ketoacidosis
patients.

(2) Find a 90% confidence interval for the mean blood glucose level of such diabetic
ketoacidosis patients.
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Solution:

Variable = X = blood glucose level (quantitative variable).

Population = diabetic ketoacidosis patients in Saudi Arabia of
age 15 or more.

Parameter of interest is: 1 the mean blood glucose level.

Distribution is normal with standard deviation 0 =3.3.

a? is known (6%=10.89 )

X~ Normal(n, 10.89)

i ="7?? (unknown- we need to estimate p )

Sample size: n =123 (large)

Sample mean: X =26.2
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(1) Point Estimation:
We need to find a point estimate for u .

X=26.2 is a point estimate for . .
n~ 26.2

(2) Interval Estimation (Confidence Interval = C. I.):
We need to find 90% C. I. for u..

90% = (1- a) 100%
10

a=—=01< 2=0.05 © 1-2=0.95
100 2 2

The reliability coefficientis: Z,_a = Z 95 = 1.645

2
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90% confidence interval for pis:

X-z L . X+z =
-5 \n 1—5\/;

(26.2 - (1.645)% , 262+ (1.645)%)

(26.2—0.4894714, 26.2+0.4894714)

(25.710529 , 26.689471)
We are 90% confident that the true value of the mean p lies in the interan25,71 , 26,69) , that is:
25.71< pn <26.69

Note: for this example even if the distribution is not normal, we may use the same solution because
the sample size n =123 is large.



77
i

agesnclloll

King Saud University

Example: (The case where is 0% unknown)

A study was conducted to study the age characteristics of Saudi women having
breast lump. A sample of 21 Saudi women gave a mean of 37 years with a standard
deviation of 10 years. Assume that the ages of Saudi women having breast lumps are

normally distributed.

(a) Find a point estimate for the mean age of Saudi women having breast lumps.

(b) Construct a 99% confidence interval for the mean age of Saudi women having breast
lumps.
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Solution:

X = Variable = age of Saudi women having breast lumps (quantitative variable).
Population = All Saudi women having breast lumps.
Parameter of interest is p = the age mean of Saudi women having breast lumps.
X~ Normal(u, o?)
nL="7?? (unknown- we need to estimate p )
g% =7?? (unknown)
Sample size: n=21
Sample mean: X =37
Sample standard deviation: S=10
Degrees of freedom:

df=v=n-1=21-1=20
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(a) Point Estimation:
We need to find a point estimate for p.

X =37 isa"good" point estimate for p.
U~ 37 years

(b) Interval Estimation (Confidence Interval = C. I.):

We need to find 99% C. I. for . t-table
99% = (1- a) 100% )
= = - - B} - No0005 | | ..
a=1/100  a=0.01 © a/2=0.01/2=0.005 < 1- a/2 =0.995 k 501—> 15,845
v=df =n-1=21-1=20 "t 0.995 :‘éé}{é, o

.........

The reliability coefficientis: t, _a = ty 95 = 2.845

2



agesnclloll B3

King Saud University

99% confidence interval for u is:

(y_t S LJ

RN AN N

10 10
(37 —(2.845)ﬁ , 37 +(2.845)ﬁj
(37 — 6.208, 37 + 6.208 )

(30 .792 , 43 .208 )

We are 99% confident that the true value of the mean p lies in the interval (30.792, 43.208)
, that is:

30.792 < U < 43.208
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6.4 Confidence Interval for the Difference between Two Population Means (1; — W,):

Suppose that we have two populations:

e ]-st population with mean 1 and variance 12

e 2-nd population with mean p» and variance 22

e We are interested in comparing pu; and L, or equivalently,
making inferences about the difference between the means
(L1—p2).

e We independently select a random sample of size »; from
the 1-st population and another random sample of size >
from the 2-nd population:

e Let X; and S{ be the sample mean and the sample variance
of the 1-st sample.

e Let X, and 57 be the sample mean and the sample variance
of the 2-nd sample.

e The sampling distribution of X, — X, i1s used to make

inferences about p—po.
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15t Population 15t Sample
c
)]
2
2"d Population 2" Sample Q
5
£
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Recall:
1. Mean of X; — X, 1s: My _x = — [t
” o g o 2 _ o O3
2. Variance of X; — X, 1s: B ki
- "y ¥l
- . or L o3
3. Standard error of X; — X, 1is: Tx_% — o 4 o
1 2

4. If the two random samples were selected from normal
distributions (or non-normal distributions with large sample

sizes) with known wvariances oy and G‘f ., then the difference
between the sample means { X; — X,) has a normal distribution

with mean ( £, — 4, ) and variance ( (o} /m, )+ (o3 /1)) , that is:

1y Fly
D, T, Tl TR —
. Z- St NG
1 e .4
F1y L
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Point Estimation of p; — W, :
Result:

X1_X, is a"good" point estimate for p; — W,

Interval Estimation (Confidence Interval) of p; —
We will consider two cases

(i) First Case: o and g% are known:
1 2
If 012 and 022 are known, we use the following result to find an interval estimate for p; — .
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Result:

A (1-a) 100% confidence interval for p; — u, is:
(Yl—)?z)iZl_ o

a Y X\-X,
2 2
— — (o} (o2
1 2
()(1 —XZ)J_er_g
2V

SN 2 =\Nnoon
2 2 2 2
Y _Vv 0, 2 v 0, 0O,
(X, -X,)-Z , +—= << (X, =X)+Z , |—+—
S 2 N

Estimator *+ (Reliability Coefficient) x (Standard Error)
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(ii) Second Case:
Unknown equal Variances: (6 = 67= 62 is unknown):
If of and o5 are equal but unknown (of = o5 = 62), then the pooled estimate of
the common variance o2 is

g2 _ (m - DS? +(ny —1)S5
p

n+n, —2

where S# is the variance of the 1-st sample and SZ is the variance of the 2-nd
sample. The degrees of freedom of S35 is

df=v=n1+n2 _2.
We use the following result to find an interval estimate for u; — u, when we have
normal populations with unknown and equal variances.
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Result:

A (1-a) 100% confidence interval for p; — W, is:

L L S2 SZ

( 1_X2)it a _p+ £

-5 n, n,
2 2 B 2 2
(X, —X)—t , [+, (X, —X,)+t 4L
= ) 2o\ on

where reliability coefficient ¢, _a is the t-value with df = v=n; + n, — 2 degrees of freedom.
2
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Note:

@ If 0€e(LU) e (up—ug =0 pp = up).
We conclude that the two population means may be equal .

“If 0¢(LU) === (up —ug # 0 S pp # up).
We conclude that the two population means not be equal .
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Population Means gt; — pio:

The (1- a)100%
confidence interval(C.l) for the difference between two
Population means yq; — U,

o2, o2 known

Normal distribution or
non-normal distribution(
nq, nylarge)

Normal distribution
02 = 0% = o
unknown but equal
n, <30, n, <30 (nq,n, small)
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Example: (1st Case: o and o4 are known)

An experiment was conducted to compare time length (duration time) of two types of
surgeries (A) and (B). 75 surgeries of type (A) and 50 surgeries of type (B) were
performed. The average time length for (A) was 42 minutes and the average for (B)
was 36 minutes.

(1) Find a point estimate for py — g, Where p and pg are population means of the
time length of surgeries of type (A) and (B), respectively.

(2) Find a 96% confidence interval for py — g . Assume that the population standard
deviations are 8 and 6 for type (A) and (B), respectively.
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Solution:
Surgery Type (A) Type (B)
Sample Size ny =75 ng =50
Sample Mean X,=42 Xz=236
Population Standard Deviation Ga=28 =6

(1) A point estimate for py — Hg is:
X,-X42-36=6.
(2) Finding a 96% confidence interval for py — ug :
a=7?7?
96% = (1-a) 100%

0.96=(1-0a) ©® a=0.04 © a/2=0.02 © 1- 2/2 =0.98
The reliability coefficientis: : Z, _a = Z 95 = 2.055
:
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A 96% C.I. for pp — pg is:

6 +2.578

We are 96% confident that py — ug € (3.42, 8.58).
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Note:

Since the confidence interval does not include zero,

0¢(3.42,858) o) (Ma —UB # 0 S pp # Up)-

we conclude that the two populations means are not equal .

Therefore, we may conclude that the mean time length is not the same for the two types

of surgeries.
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Example: (2nd Case: of = g5 unknown)

To compare the time length (duration time) of two types of surgeries (A) and (B), an experiment shows the
following results based on two independent samples:

Type A: 140, 138, 143, 142, 144, 137
Type B: 135, 140, 136, 142, 138, 140

(1) Find a point estimate for py — pg, where pu (1g) is the mean time length of type A (B).

(2) Assuming normal populations with equal variances, find a 95% confidence interval for py — pyg.
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Solution:
Surgery Type (A) Type (B)
Sample Size na=2~6 m==06
Sample Mean X ,= 140.67 Xz=138.50
Sample Variance S2,=17.87 S2z=7.10

(1) A point estimate for uy — ug is:
X,— X5 140.67 - 138.50 = 2.17
(2) Finding a 95% confidence interval for py — Ug :
95% = (1-a) 100%
0.95=(1-a) © a=0.05 < a/2=0.025 < 1- /2 = 0.975
df=v=n4y+ng—2=10.

The reliability coefficientis :t. _a = tyg75 = 2.228
2

1
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The pooled estimate of the common variance is:

g2 _ (14 =S5+ (np = 1S}
P ny+ng—2

(6-1)(7.87)+(6-1)(7.1) = 7.485
6+6-2

A 95% C.I. for uy — Up is: R——
()?A—)?B)J_rti S—”+S—"

n, Uy

7.485 N 7.485
6 6

2.17 +(2.228) \/

2.17£3.519

~1.35< p,— pp < 5.69



g2l Cloll B3

King Saud University

We are 95% confident that py — pg € (- 1.35, 5.69).
Note:

Since the confidence interval include zero, we conclude that the two
population means may be equal (up — g = 0 © Py = Ug).

Since, 0 € (-1.35,5.69)

Therefore, we may conclude that the mean time length is the same for the both
types of surgeries.
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6.5 Confidence Interval for a Population Proportion (p):

Population Sample
Elements of
Type " A ™ Type A
Others | ———> |n(A) _~Others
N(A) n-n(A)

N- N(A)

Sample size =n
Population size = N

Recall:

1. For the population:
N (4)=number of elements in the population with aspecified characteristic “A”
N = total number of elements in the population(population size) The population proportion is:
_ N(4)

_— is a parameter
= (pisap ),_,.
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2. For the sample:
n(4) = number of elements in the sample with the samecharacteristic “A”
n = sample size
The sample proportion is:

P= LA) (P is a statistic)
n
3. The sampling distribution of the sample proportion ( p ) 1S used to make inferences about the population
proportion (p).
4. The mean of (p ) is: Hy=Pp
5. The variance of ( p) is: o; = 2l p)

7
6. The standard error (standard deviation) of ( p) is:

7. For large sample size (n>30,np > 5,n(1— p) > 5), the sample proportion ( p) has approximately a normal

distribution with mean p = P and a variance o, = p1-p) that 1s:
n

0';; =p(l-p)/n
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P N( p@] (approximately)
p-p
= ~N(0. 1
= 2(-p) (9:1) (approximately)

n
(i) Point Estimate for (p):
A good point estimate for the population proportion (p) is the sample proportiong ).

(ii) Interval Estimation (Confidence Interval) for (p):

For large sample size (n =30, np > 5, n(1 - p) > 5 ),an approximate (1-a) 100% confidence
interval for (p) is

A pq
p + Zl—a n
A pq A pq ~ A
(b —Z1-q /7 D+ Ziq ) (where 4=1-p)
Estimator + (Reliability Coefficient) X (Standard Error)
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In a study on the obesity of Saudi women, a random sample of 950 Saudi women was taken. It
was found that 611 of these women were obese (overweight by a certain percentage).

(1) Find a point estimate for the true proportion of Saudi women who are obese.
(2) Find a 95% confidence interval for the true proportion of Saudi women who are obese.

Solution:
Variable: whether or not a women is obese (qualitative variable)
Population: all Saudi women
Parameter: p = the proportion of women who are obese.
Sample:
n=950 (950 women in the sample)
n4) =611 (611 women in the sample who are obese)

The sample proportion (the proportion of women who are obese in the sample.) is:

p=—7-= ek A (G=1-p =1 —0.643 = 0.357)

1
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(1) A point estimate for pis: 2 =0.643
(2) We need to construct 95% C.I. for the proportion (p).
95% =(1-al00% ©095=1- =005 &==0025&1-2=0975

-

The reliability coefficient: Z =2, =196

A 95% C.I. for the proportion (p) is: A
R pq
PEtZiq /7

i -0.64
0.643 1(1.96)J(0 643)U- 0.643)
950

0.643 = (1.96)(0.01554)

0.643£0.0305 o (06127.06735)

We are 95% confident that the true value of the population proportion of obese women, p,
lies in the interval (0.61. 0.67), that is:
0.61 <p<0.67
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Confidence Interval for the Difference Between Two Population Proportions (P;—P,) :

15t Population 1t Random Sample of size = n,

Type A
Others
)
c
o
gs.
3
2nd population 2 Random Sample of size = n, o
£
Type A =

v

Others
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Suppose that we have two populations with:

p1 = population proportion of elements of type (A) in the 1-st population.

p, = population proportion of elements of type (A) in the 2-nd population.

We are interested in comparing p; and p,, or equivalently, making inferences about p;- p,.

We independently select a random sample of size n; from the 1-st population and another random
sample of size n, from the 2-nd population:

Let X; = no. of elements of type (A) in the 1-st sample.
Let X, = no. of elements of type (A) in the 2-nd sample.

L X, :
pi= = the sample proportion of the 1-st sample.

1

n X .
D= nZ— the sample proportion of the 2-nd sample.

2

The sampling distribution of p; - P, is used to make inferences about p;- p, .
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Recall:
1.Meanof p,—p, is: 4y , =P, —D,

. A A 2 b4 | P4
- ° = +
2. Variance of py—p, is: O, _; " "
.o A AL P14, n P49
3. Standard error (standard deviation) of p; — p, is: O3 _5 = | » n,

4. For large samples sizes ( n, >30,n, >30,n,p, > 5,n,g, > 5,n,p, > 5,n,q,)>\8€ have that P, —hps approximately

normal distribution with mean £, _; = P, — P, and variance 0-1%)1 G Pd | P q,zthat is
n n,
P —p,~N [Pl - P, p;ql T p; qZJ (Approximately)
1 2

g - Wi-p)-(p,-ry)  ~N(021) (Approximately)
P9, P> 9.
n, n,

Note: ¢, =l—pand ¢, =1-p,
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Point Estimation for p; — p5:

Result:
A good point estimator for the difference between the two proportions, p; — p,, is:
.. X, X,
1 2~ T T T
n, n,
Interval Estimation (Confidence Interval) for p; — p5:
Result:

For large n, and n,, an approximate (1- a)100% confidence interval for p; — p, is:

(ﬁl_ﬁZ)iZ a \/plql +p2q2
n, n

1-Z
2

((ﬁl_ﬁz)_z . P q +szz L (P-P)+Z P q +p2q2J
== n 5 1-— n

Estimator + (Reliability Coefficient) x (Standard Error)
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Example :

A researcher was interested in comparing the proportion of people having cancer disease in two cities (A)
and (B). A random sample of 1500 people was taken from the first city (A), and another independent
random sample of 2000 people was taken from the second city (B). It was found that 75 people in the first
sample and 80 people in the second sample have cancer disease.

(1) Find a point estimate for the difference between the proportions of people having cancer disease in
the two cities.

(2) Find a 90% confidence interval for the difference between the two proportions.

Solution:

p1 = population proportion of people having cancer disease in the first city (A)

p, = population proportion of people having cancer disease in the second city (B)
pP1 = sample proportion of the first sample

P, = sample proportion of the second sample

X1 = number of people with cancer in the first sample

X5 = number of people with cancer in the second sample
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For the first sample we have:
ng = 1500 B Xl =75
. X, 75 )
=Zl=-_""—_-005 =1-0.05 =0.95
P T 1500 h
For the second sample we have:
n,=2000 , X,=80
X, 80 04 g, =1-0.04=0.96

= = = U

P T 2000

(1) Point Estimation for p; — p, :
A good point estimate for the difference between the two proportions, p; — p,, is:
p.— P, =0.05-0.04
=0.01
(2)Finding 90% Confidence Interval for p; — p, :
90% = (1- 2)100% < 0.90=(1-a) © a=0.1 © a /2 =0.05
The reliability coefficient: Z =z, =1.645

1-=Z
2
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A 90% confidence interval for p; — p, is: ,

P g n Py 4,
n n,

(131 _132) * Zl—ﬂ
2

Pi b
n, n,
(0.05)(0.95) N (0.04)(0.96)
1500 2000
0.01 £ 0.01173

(131 _132) * Zo.95

0.01+1.645

We are 90% confident that p; — p, € (-0.0017, 0.0217).

Note: Since the confidence interval includes zero, we may conclude that the two population proportions are
equal Since 0€(-0.0017,0.0217) o) P1—P2=0<=Dp1 =p2).

Therefore, we may conclude that the proportion of people-having cancer is the same in both cities.



Chapter 7:

Using Sample Statistics To Test Hypotheses About
Population Parameters
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7.1 Introduction
7.2 Hypothesis Testing: A Single Population Mean (u )

7.3 Hypothesis Testing: The Difference Between Two Population Mean
independent (p; — u,)

7.4 Paired Comparisons
7.5 Hypothesis Testing: A Single Population Proportion (P)

7.6 Hypothesis Testing: The Difference Between Two Population Proportions (P; — P,)
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7.1 Introduction e c:

Consider a population with some unknown parameter 0. We are interested in testing
(confirming or denying) some conjectures about 6. For example, we might be interested in
testing the conjecture that © > 6, where 0, is a given value.

e A hypothesis 1s a statement about one or more populations.

e A research hypothesis is the conjecture or supposition that motivates the research.

e A statistical hypothesis 1s a conjecture (or a statement) concerning the population which
can be evaluated by appropriate statistical technique.

e For example, if 0 1s an unknown parameter of the population, we might be interested in
testing the conjecture sating that 0 > 0, against 6 < 0, (for some specific value 0,).



The hypothesis

e We usually test the null hypothesis (H,) against the alternative (or the research)
hypothesis (H, or H,) by choosing one of the following situations:

(1) H,:0=0, against H,:0#0,
(11) H,:02>0, against H,:0<0,
(111) H,:0<0, against H,:0>0,

e Equality sign must appear in the null hypothesis.

e H, 1s the null hypothesis and H, is the alternative hypothesis.
(H, and H, are complement of each other)

e The null hypothesis (H,) is also called "the hypothesis of no difference".

e The alternative hypothesis (H,) 1s also called the research hypothesis.
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There are 4 possible situations in testing a statistical hypothesis:

Condition of Null Hypothesis Ho (Nature/reality)
Ho is true Ho is false
ST Accepting Ho Correct Decision Type (I;)error
Action
(Decision) Rejecting Ho Type((ll)error Correct Decision

e There are two types of Errors:
o Type I error = Rejecting Ho when Ho 1s true
o P(Type I error) = P(Rejecting Ho | Ho 1s true) = a

o Type II error = Accepting Ho when Ho 1is false
o P(Type II error) = P(Accepting Ho | Ho is false) =3
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e The level of significance of the test is the probability of rejecting true Ho:

o = P(Rejecting Ho | Ho is true) = P(Type I error)
e There are 2 types of alternative hypothesis:

o One-sided alternative hypothesis:
- Hy: 620, against Hp: 6 <0
- Hp:0 < 0 against Hp:0 > 0,
o Two-sided alternative hypothesis:

-Hy: 6 = 0, against Hp: 0 # 0,

We will use the terms "accepting" and ot rejecting" interchangeably. Also, we will use
the terms "acceptance" and "nonrejection" interchangeably.

We will use the terms "accept" and "fail to reject interchangeably
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The test procedure for rejecting Hy (accepting Hp ) or accepting Hy (rejecting Hp ) involves the following steps:

1. Determine the hypothesis : Null hypothesis (Hy) and Alternative hypothesis (Hp) .

2. Determining a test statistic (T.S.)
We choose the appropriate test statistic based on the point estimator of the parameter.

The test statistic has the following form:

Estimate —hypothezed parameter

Test statistic = Standard error of the estimate

3. Determining the level of significance (a):
a =0.01,0.025, 0.05, 0.10

4. Determining the rejection region of Hy (R.R.) and the acceptance region of Hy (A.R.).

The R.R. of Hy depends on H, and «
- Hp determines the direction of the R.R. of H, .
- «a determines the size of the R.R. of Hy . (a = the size of the R.R. of Ho = shaded area)
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The rejection region(R.R) depends on the sign of H, and a

Tow-Sided alternative One-Sided alternative One-Sided alternative
Hy: 0 + 0 H,: 0 > 0, H,:0 < 0,

oK
(ST~

l1—-a

. 1 —. (74 & -
Accept HO Accept HO Accept HO
! ‘ | v i
R.Rﬂfﬂo : R.ROfHo R.ROfHo R.RO[HO
Reject Hj ﬂ E Reject H, | Reject H, Reject Hy i

5. Decision:

We reject Hy (and accept Hp) if the value of the test statistic (T.S.) belongs to the R.R. of Hy , and
vice versa.

Notes:
1. The rejection region of Hy (R.R.) is sometimes called "the critical region".

2. The values which separate the rejection region (R.R.) and the acceptance region (A.R.) are called
the critical values or "Reliability coefficient" .
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7.2 Hypothesis Testing: A Single Population Mean (u)

Suppose that X{, X5, ..
mean p and variance 2.

., X, 1s a random sample of size n from a distribution (or population) with

We need to test some hypotheses (make some statistical inference) about the mean (p).
The Procedure for hypotheses testing about the mean (u): Let uy be a given known value

(1) First case:

Assumptions:
- The variance o2 is known .

- Normal distribution with any sample size or
Non-normal distribution with large sample size

(2) Second case:
Assumptions:
- The variance o4is unknown .
- Normal distribution .
- Any sample size .
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Ho = p=po Ho:p = po Ho = p = po
Hypotheses Hy i # g Hy i > g Hy i < g
First case o is known, Normal distribution or Non-normal distribution (n large=n > 30 )
Test Statistic X-
Z =" N(0,1)
(TS.) o ¥
:
RR. & AR. | a
Of HO ' _' ‘ RR of Hy
Zl—n
Critical value(s) Zl_% and Zl_% Zi_a —Z1_q4
Decision: We reject Hy (and accept Hp) at the significance level a if:
ZT.S > Zl_% or ZT.S < _Zl_% ZT.S > Zl—a ZT.S < _Zl—a
T.S. € R.R. T.S. € R.R. T.S. € R.R.
Two - Sided Test One - Sided Test One - Sided Test
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2

Ho : = o Ho : p < o
Hypotheses Hy i # g Hy i > g Hy i < g
Second case o is unknown, Normal distribution and n small (n <30)
Test Statistic X—u
T=—""~t, ; df=n-1
(T.S.) s -
R.R. & A.R. 1
& 1-«a
Of HO RRof Hy ‘L
-tl—a
Critical value(s) 1 1_% —t1-¢

Two - Sided Test

One - Sided Test

Decision: We reject Hy (and accept Hp) at the significance level a if:
Trs>t or Trs <-—t
T.S 1_% T.S 1-¢ Trs>ti—q Tre < —t; 4
T.S. e R.R. T.S. € R.R. T.S. € R.R.

One - Sided Test
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Example : First case (Variance g?known )
A random sample of 100 recorded deaths in the United States during the past year showed

an average of 71.8 years. Assuming a population standard deviation of 8.9 year .
Does this seem to indicate that the mean life span today is greater than 70 years?
Use a 0.05 level of significance.

Solution:
n =100 (large n =30 ) First case:
Assumptions:
o =89 (o known P
- ( ) - The variance g2 is known .
X=718 - Non-normal distribution with large sample size

a = 0.05 (level of significance )

u = average (mean)life span

Ho =70



Hypotheses:
Ho:pp =70  (uo =70)
Hy : p > 70 (research hypothesis)

Test statistics (T.S.)

X—puy, 718 =70
/ = = = ///
o/yn  8.9/4/100

Rejection Region of Ho (R.R.): (critical region)

a=0.05 » CriticalvValue: Z,_,= Z4_ =7 = 1.645
1-a 17005 095 Another way to take decision is by graph :

Determine test statistics value on the gra
Decision :

Reject Hp:u <70 if :
Zrs>Z1q

2.02 > 1.645 condition satisfied

Decision is Reject Hy: ¢ < 70 and Accept Hy: u > 70 Li-i

Therefore, we conclude that the mean life span today is greater than 70 years. — g
=4&1-0.05 — €095

=1.645
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P-value: is the smallest value of a for which we can reject the null hypothesis H,,.
Calculate P-value:

- Calculating P-value depends on the alternative hypothesis Hy.

- Suppose that Z,. = Z(T.S) = f;—f/‘% is the computed value of the test Statistic.

-The following table illustrates how to compute P-value, and how to use P-value for testing the null
hypothesis:

Alternative Hypothesis ( Hy) HA ST HA ATSTA HA < g
P(Z >-Z. )
P-Value =
alue 2xP(Z > | Z. |) P(Z > Z. ) —P(Z < 7.)
Significance Level = (04
Decision: Reject Hy if P-value < a




Example : For the previous example

Hypotheses:
Hy:u <70 (ug =70)
Hy : u > 70 (research hypothesis)
Test statistics (T.S.)
X—u, 718 —-170

4= o/Nn  89/V100

To calculate P- value The alternative hypothesis was Hy: u > 70, a = 0.05
P-value=P(Z >Z,) =P(Z>2.02)=1—-P(Z<2.02)=1-0.9783 =0.0217

Decision :

Reject Hy if P-value < «

0.0217 <0.05 (Decision satisfied)
Then, we Reject Hy, .
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Example: Second case (Variance 6% unknown )

The manager of a private clinic claims that the mean time of the patient-doctor visit in his
clinic 1s 8 minutes. Test the hypothesis that u=8 minutes against the alternative that u=8
minutes 1f a random sample of 25 patient-doctor visits yielded a mean time of 7.8 minutes
with a standard deviation of 0.5 minutes. It is assumed that the distribution of the time of this
type of visits is normal. Use a 0.01 level of significance.

Solution:
Normal distribution, Second case:
X=1728, Assumptions:

. 0 _ . 2 .
a=0.01 (level of significance ) I’\Irhe Valr:;n;?biﬁ‘snunknown '
- INOormal dis

S = 0.5 Sample standard deviation (o is unknown) - Any sample size .
n=21(nsmall n < 30)
{= mean time of the visit




Hypotheses:

Ho:p=8 (4o =8)
Hy : p # 8 (research hypothesis)

Test statistics (T.S.)

S/Nm 05/421

Rejection Region of Ho (R.R.): (critical region)

a =0.01 > Critical Value : *t, _a = itl 001 = *tgg995 = £2.797
2 2

df =n-1 =21-1 =20 Another way to take decision is by graph :
Determine test statistics value on the graph
Decision :

Reject Ho:pp = 8 if :
ejectg: u lf Trg < —Tl_g or Trg> Tl_c_z
2 2

—2 7[ —2.797 (First condition not satisfied, then try the second condition) 5
—2 % 2.797 (Second condition not satisfied) e

el fig
Decisionis Accepte Hy: u = 8 and Reject Hy: 1 # 8 =.2.797 =2.797

Therefore, we conclude that the claim is correct.
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Special case :

For the case of non-normal population with unknown variance, and when the
sample size is large (n = 30),

we may use the following test statistic:

_X—Mo ~
Z=55 N(0,1)

That is, we replace the population standard deviation (o) by the sample standard

deviation (S), and we conduct the test as described for the first case.



7.3 _Hypothesis Testing: The Difference Between
Two Population Means: (Independent Populations)

Suppose that we have two (independent) populations:

: 1-st population with mean p; and variance o7 .

: 2-nd population with mean u, and variance 6% .

: We are interested in comparing p; and u, , or equivalently, making inferences about
the difference between the means (y; — i, ).

: Wﬁ independently select a random sample of size n; from the 1-st population and
another

random sample of size n, from the 2-nd population:
= Let X; and S{ be the sample mean and the sample variance of the 1-st sample.
= LetX,and S7 be the sample mean and the sample variance of the 2-nd sample.
= The sampling distribution of X; - X, is used to make inferences about p; — 5.
We wish to test some hypotheses comparing the population means.



Hypotheses:

We choose one of the following situations:
(1) Ho: ul =u2  against HA: pl # u2
(11) Ho: ul > p2  against HA: ul <p2
(11)Ho: ul <p2  against HA: ul > pu2

or equivalently,
(1) Ho: ul-u2=0 against HA: ul - u2#0
(11) Ho: ul-p2 >0 against HA: ul - u2 <0
(ii1)Ho: ul-p2 <0 against HA: ul -pu2>0



Test Statistic (T.S):

(1) First Case:

Assumptions:

-Normal populations
- non-normal populations with large sample sizes
- of and ¢4 are known, then the test statistic is:
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g2 dloll

King Saud University

Ho : g — pz = o

T

Ho :py — p2 < o Ho : g — pz 2 o
Hypotheses Hy s g — pa # Uo Hy s py — pa > o Hy s pn = pa < o
First case if o2 and gZ are known, Normal populations or non-normal populations with large sample sizes
. _ X%
Test Statistic Z =—=—=~N(0,1)
TS 71,22
( ° ') nq TL_Z
] |
‘ |
RR. & AR. | |
1-«a = @ 1-a
Of HO : RR of Ho RRof Hy :
Zyi-a ~Zy o
Critical value(s) Zi_a —Z1_q4

Decision:

We reject Hy (and accept Hy) at the significance level « if:

ZT.S > Zl—% or ZT.S < _Zl—g

2

Zrs>Z1_q

Zrs < —Zi_q

T.S. € R.R.
Two - Sided Test

T.S. € R.R.
One - Sided Test

T.S. € R.R.
One - Sided Test




agesnclloll B3

King Saud University

(2) Second Case:
Assumptions:

- Normal populations .
- of and o5 are unknown but equal 0¥ = o5= 0?2,

then the test statistic is:

X{—-X
T= 1 2

s2 s2
/_P+_P
nig nz

where the pooled variance estimate of o2 is

~t(n1 -I-Tl2 - 2)

_ (n1-1)S{+(n,—1)S3
o n1+n2—2

Sb

and the degrees of freedom ofisdf =v = ny +n, — 2.



Hypotheses

Test procedures: iveempren] 1
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Ho : pg — pz = o Ho:pg — 2 < o Ho : pg — pz 2 fo
Hp:py — o # Uo Hp:pq — p2 > o Hp:pq — p2 < o

Second case

if 02 = a%= 02 is unknown + Normal populations

o X-X (n{—-1)S2+(n,—1)s?
Test Statistic T=—%~tyan,-2 » Sp=-—""""+——2, df =n +n, -2
2 o2 11Nz
(TS.)
R.R. & AR. !
1-a 5
Of HO : RR of Ho
tl#«
Critical value(s) t1-« —t1-¢

Decision: We reject Hy (and accept Hy) at the significance level a if:
Trs>t or Tpg <-—t
T.S. € R.R. T.S. € R.R. T.S. € R.R.

Two - Si Ti ne - Si T ne - Si T
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Example: (of and 6% are known )

Researchers wish to know if the data they have collected provide sufficient evidence to indicate
the difference in mean serum uric acid levels between individuals with Down's syndrome and
normal individuals. The data consist of serum uric acid on 12 individuals with Down's syndrome
and 15 normal individuals.

The sample means are X; = 4 5 mg/100 ml and X, = 3.4 mg/100 ml. Assume the populations
are normal with variances ¢ = 1 and o5 =1.5. Use s1gn1ﬁcance level a=0.05.

Solution:
(1= mean serum uric acid levels for the individuals with Down's syndrome.

U, = mean serum uric acid levels for the normal individuals.
n,=12 , X, =45, of =1 ( of known)
n,=15, X, =34, o¢=1.5 ( o7 known)

Normal populations



Hypotheses:
Hoy:pg = pp OR (Ho: 1 — p2 = 0)
Hy g # Uy (Hot g — pp # 0)

, X, —X, 45-34
1 1.5
9t 92 \/ﬁ+ﬁ

ny n;

Rejection Region of Ho (R.R.): (critical region : H, Two sided)

Test statistics (T.S.)

1-—=

a=0.05 >» Critical Value: +Z a=+ Z1 005 =t Zgg75=11.96
2 T2

Another way to take decision is by graph :

Determine test statistics value on the graph
Decision :

Reject Hy: gy = if :
jectHorpn =4z 1f 2, ~Z, a or Zrs>7Z, a
2 2
2.569 7{ —1.96 (First condition not satisfied, then try the second condition)

2.569 > 1.96 (Second condition satisfied) RR of Ho

Decision is Reject Hy: iy = pp and Accept Hp: g # Uy =-1.96 =1.96
we conclude that the two populations means are not equal.
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2- Calculate the P-value
P-value =2xP(Z> |Z,| ) (where Z, = Z(Test statistic)=2.569)

2x P(2>]2.569]| )
2x P(Z2>2.57)
2x [1-P(Z< 2.57) ]

=2x [1- 0.99492 ]

= 2x 0.00508

= 0.01016
P-value = 0.01016

Decision : Reject Hy if P-value < a
Since 0.0106 < 0.05
We reject Hy and accept Hy
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Example: (0% = 65= ¢* is unknown) e c;

An experiment was performed to compare the abrasive wear of two different materials used in
making artificial teeth. 12 pieces of material(1) were tested by exposing each piece to a machine
measuring wear. 10 pieces of material(2) were similarly tested. In each case, the depth of wear
was observed. The samples of material(1) gave an average wear of 85 units with a sample
standard deviation of 4, while the samples of materials(2) gave an average wear of 81 and a
sample standard deviation of 5.

Can we conclude at the 0.05 level of significance that the mean abrasive wear of material(1) 1s
greater than that of material(2)? Assume normal populations with equal variances.

Solution:
Normal p opulatlops . Material(1) Material(2)
a=0.05 (level of significance )
2 2 2 . n, =12 n, =10
01= 02=0° is unknown — —
X1 == 85 Xz = 81
Sl =4 Sz == 5




Hypotheses:
Ho:pn =po gp (Hotpy —pp = 0)
Hy:pg > pp (Ho:py — 2 > 0)

- X1-X 85-81
Test statistics (T.S.) T = =% = = 
2 g2 20.05  20.05
»Pr.P 12 10

ny nz

_ (n—DxS3+(my-Dxs:  (12-1)x(@?)+(10-1)x(52)
led variance (S2) : §3 = = = 20.
pooled variance (S5) : S5 m— 100 0.05

Another way to take decision is by graph :

Rejection Region of Ho (R.R.): (critical region : H, Two sided) Determine test statistics value on the grap

a=0.05 >» C(Critical Value : t1_4 =t1_¢05 =tpo5= 1.725
df =n;+n,—2=12+10-2 =20
Decision :
RejectHo: g < py if - Trs > ti_g
2.09 % 1.725 (condition not satisfied)

I
I
I

l—-«a
A.R offHO
l

o

R.R of Hy

Decisionis Accept Hy:py < pp and Reject Hpa: g > o
Therefore, we conclude that the mean abrasive wear of material (1) =1.725
is not greater than that of material (2).
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7.4 Paired Comparisons:

— In this section, we are interested in comparing the means of two related (non-
independent/dependent) normal populations.

— In other words, we wish to make statistical inference for the difference between the
means of two related normal populations.

— Paired t-Test concerns about testing the equality of the means of two related normal
populations.

Examples of related (dependent) populations are:
1. Height of the father and height of his son.
2. Mark of the student in MATH and his mark in STAT.

3. Pulse rate of the patient before and after the medical treatment.
4. Hemoglobin level of the patient before and after the medical treatment.
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Test procedure

Let

X : the values of the first population .

Y : the values of the first population .

D = Values of X—Values of Y

Means
U1: Mean of the first population .
U>: Mean of the second population .

Up =Mean of X—Mean of Y
( Up =Hq1- o)
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Confident interval about a difference of two population means ( up = uq- 4, ) :
(Dependent, Related populations)

-The differences (D-observations): D, = X, - Y; (i=1, 2, ..., n)

calcul.aj[e the following -Sample mean of the D-observations: D = Ziz1 Xi
quantities: n
Or _ 2i=1(Di-D)

-Sample variance of the D-observations: S5 =

(Can use the calculator) n—-1

-Sample standard deviation of the D-observations: S, = /S%

Confident interval for up = u1- U,

A 100% confidence interval

= S
for up D+t b

— , df=n-1

1-

N[
=




Testing hypothesis about a difference of two population means ( up = u1- U, ) :

(Dependent, Related populations)

(o i i
g2 dloll

T
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Hypothesis Hot My -1 =0  vs Hatpy -1, 20 | Hot g -1, <00 vs Hyipy -y >0 | Hotpy -1, 20 vs Hyipy -, <0
Or Or Or
Ho:up=0 vs Hy:up #0 Ho:tp <0 vs Hy:up >0 Ho:tp =0 vs Hy:up <O
D
Test T=——0 ,df =n-1
statistic(T.S) S/Nn
R.R.and A.R. . ‘
! |
of Ho : |
1-a g 5 1‘—a
: R.Rof Hy R-Rof Hy ‘L
£y I
Critical val —
ritical value (s) t(l_%) and t(l—g) t1 g -t1_q
Decision : Reject Ho (and accept HA) at the significance level a if:
Reject Ho if the
following
Trs >t _a or Trg<—t,_«a Tre >t
condition 17 ! rs = - Trs < —ti_q
satisfied.
T.S. € R.R. T.S. € R.R. T.S. € R.R.

Two-Sided Test

One-Sided Test

One-Sided Test
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Example (effectiveness of a diet program)

Suppose that we are interested in study the effectiveness of a certain diet program on ten
individual . Let the random variable X and Y given as following table :
Individual (1) 1 2 3 - 5 6 7 8 9 10

Weight before (Xi) | 86.6 | 80.2 | 91.5 | 80.6 | 82.3 | 81.9 | 88.4 | 85.3 | 83.1 | 82.1
Weight after (Y1) 79.7 1 859 | 81.7 | 825|779 | 85.8 | 81.3 | 74.7 | 68.3 | 69.7

1. Find a 95% confidence interval for the difference between the mean of weights before the
diet program (u4) and the mean of weights after the diet program (¢,) [pp = ui- U]

2. Does these data provide sufficient evidence to allow us to conclude that the diet program is
effective ? Use a=0.05 and assume that the populations are normal.
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Let the random variables X and Y are as follows:

X = the weight of the individual before the diet program
Y= the weight of the same individual after the diet program.

We assume that the distributions of these random variables are normal with means u; and
U, respectively .

Populations:
1-st population (X): weights before a diet program mean
2-nd population (Y): weights after the diet program mean

These two variables are related (dependent/non-independent) because they are measured
on the same individual.
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We select a random sample of n individuals. At the beginning of the study, we record the individuals'

weights before the diet program (X) . At the end of the diet program, we record the individuals' weights
after the program (Y). We end up with the following information and calculations:

Individual

Weight before Weight after Difference
I Xi Yi Di = Xi - Yi

1 Xl Y1 D1 - X1 - Y1

2 Xz YZ DZ - XZ - Yz

n X, Y, D, = X, - Y,

Find the following measures by calculator or rules
: = T .Xi 545
- The sample mean of the D-observations: D = l‘nl L= 0 = 5.45

: : ~.(Di-D 6.9—5.45)%+---+(12.4—5.45)?

-Sample variance of the D-observations: S5 = “11(_; ) = ¢ SRt )

01 = 50.328
-Sample standard deviation of the D-observations: S, = /S5 = V50.328 = 7.09
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. i X; Y; D;=X;-Y;
First: 1 86.6 79.7 l 6 ; l
Calculate difference D, = X; — Y, ' ' '
2 80.2 85.9 -5.7
(Last column)
3 91.5 81.7 9.8
4 80.6 82.5 -1.9
Then, From calculator,
, 5 82.3 77.9 4.4
-Enter the data in the last column
6 81.9 85.8 -3.9
D; = Xi- 1)
7 88.4 81.3 7.1
Find th | £th 8 85.3 74.7 10.6
~Findt €samp eLnear;05t € 9 83.1 68.3 14.8
D-observations (D = 5.45) 10 571 9.7 124
10
-Find the sample standard deviation of the Sum Z D; = 54.5
D-observations ( Sp = 7.09) =
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1. We need to find a 95% confidence interval for up = p1- 1,
Reliability coefficient t1_,/;

@€=0.05, t, «=t oo =togss=2.262 (df=n—-1=10-1=09)

2 2
The 95% C.l for up = puq- Uy
= S
D+ ti_qn \/—%
7.09

5.45 +2.262 X7

5.45 + 5.0715

(5.45 —5.0715, 5.45 +5.0715)
(0.38 , 10.52)
0.38 < up <10.52
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2. Does these data provide sufficient evidence to allow us to conclude that the diet program is effective?
Use 0=0.05 and assume that the populations are normal.

11 =Mean of weights before a diet program mean
U> =Mean of weights after the diet program mean

Up =Mean of X—Meanof Y (up = u4- U3)

Hypotheses:
H,: the diet program has no effect on weight
H,: the diet program has an effect on weight

Equivalently,
Ho: 1y = 1, (no effect) VS Ha: iy # 1, (Thereis effect)

Hot iy -1, =0 VS Hapg-p, #0
Ho:pnp=0 VS Hpy: pp#0 ( up =uq- Us)



Hypotheses:

Hoy:pg = pp OR (Ho: g — Uz # 0) R Ho:pup # 0
Hy g = pp (Hp:py — po # 0) Hp:pp #0

D 5.45
Test statistics (T.S.) T sp/vR  7.09/V10 @

Rejection Region of Ho (R.R.): (critical region : H, Two sided)

a=0.05 > Critical Value : tt, a = 1t 005= T togrs= +2.262
2

_«a
2

df=n-1=10—-1=9
Decision :

Reject Ho: g =y if -
TT.S < _tl—g or TT.S > tl—g
2 2

2.43 7£ —2.262 (First condition not satisfied, then try the second condition)
243 > 2.262 (Second condition satisfied)

Decisioniis Reject Hy: py = u, (no effect) and Accept Hp: iy # u, (effect)
We conclude that there is effect of the diet program.

Another way to take decision is by graph :
Determine test statistics value on the grap

RR ofHo R-Rof"u
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Note:

The sample mean of the weights before the programis (X = 84.2 )
The sample mean of the weights after the programis (Y = 78.75 )

Since the diet program is effective and since
X>Y
84.2 > 78.75
Weight before > weight after

we can conclude that the program is effective in reducing the weight (the diet is good).
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7.5 Hypothesis Testing: A Single Population Proporti (i =
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In this section, we are interested in testing some hypotheses about the population proportion (p).

Population Sample
Type A of Size n
Success Type A

Types |——> [ 7P
- X n-X
Failure
Type B

Recall:
p = Population proportion of elements of Type A in the population.

No. of elements of type A in the population A . .
= L pob = — (N= Population size)

" Total number of elements in the population N

No. of elements of type A in the sample X

P =

= n= Sample size
Total number of elements in the sample n ( S P )

P is a "good" point estimate for p.
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For largen,(n>30,np>5, nq>5)

7 = ~N(0,1)
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HO:P:PO HO:PSPO HO:PZPO
Hypotheses Hy:P+P, Hy: P > P, Hy:P <P,
Test Statistic P, : be a given known value and qg=1—P,
(T.S.)
RR. & AR. |
Of HO R.Rof Hy ' ‘_ ‘
“Zyq
Critical value(s) —Z1_q
Decision: We reject Hy (and accept Hy) at the significance level a if:
ZT.S > Zl—% or ZT.S < _Zl—% ZT.S > Zl—a ZT_S < —Zl_a
T.S. € RR. T.S. € R.R. T.S. € R.R.
Two - Sided Test One - Sided Test One - Sided Test




Example

A researcher was interested in the proportion of females in the population of all patients
visiting a certain clinic. The researcher claims that 70% of all patients in this population
are females. Would you agree with this claim if a random survey shows that 24 out of 45
patients are females? Use a 0.10 level of significance.
Solution:

p = Proportion of female in the population.

n=45 (large)

X=no. of female in the sample = 24

P = proportion of females in the sample
p=2=22-0533

n 45
a=0.10 (level of significance )



Hypotheses:
Hy:P=0.7 (Py=0.7)(Hy is the researcher claim)

Hy:P#0.7
g,=1—-Py=1— 0.7 = 03

P PO 0.533 — 0.7
Poqo 0.7 %X 0.3 .
\/ \/ 45
Another way to take decision is by graph :

Rejection Region of Ho (R.R.): (critical region) Determine test statistics value on the graph

a =010 > Critical Value: Z, a = Z1 010 = Zp95 = 1.645
2 T2

Test statistics (T.S.)

Decision : " "
RejectHop: P = 0.7 if :  Zrs<—Z, a or Zrs>7Z a 2 1-a 2
2 2 A.R gf HO
—2.44 < —1.645 iy RR of He
(First condition satisfied, not need to try the second condition) - Zl_% Zl_;
=-1.645 =1.645

Decision is Reject Hy: P = 0.7 and Accept Hy: P + 0.7
Therefore, we do not agree with the claim stating that 70% of the patients in this population are females.



Example (Reading)

In a study on the fear of dental care in a certain city, a survey showed that 60 out of 200
adults said that they would hesitate to take a dental appointment due to fear. Test

whether the proportion of adults in this city who hesitate to take dental appointment is
less than 0.25. Use a level of significance of 0.025.

Solution:

p = Proportion of adults in the city who hesitate to take a dental appointment.
n= 200 (large)

X=no. of adults who hesitate in the sample = 60

Py

P = proportion of adults who hesitate in the sample.

p=2=22-03
n 200
a=0.025 (level of significance )



Hypotheses:

(P, = 0.25)

Test statistics (T.S.)

Z_13—P0_ 0.3-025

\/Poqo Jo.25 % 0.75 @
n 200

Rejection Region of Ho (R.R.): (critical region)

a = 0.025 > Critical Value : Zl—a = Z1_0_025 = Z0_975 =1.96

Decision :

RejectHyp: P = 0.7 if : Zrs < —Zi_g4

1.633 < —1.96

condition not satisfied

Decision is Accept Hy: P = 0.25 and Reject Hy: P < 0.25

Another way to take decision is by graph :
Determine test statistics value on the grap

.



7.6 Hypothesis Testing:
The Difference Between Two Population Proportions (p1l - p2):

In this section, we are interested in testing some hypotheses about the difference between
two population proportions (P; — P,)

1-st Random Sample

1-st Population of szie = nq

Type A
Others e Others
n,—%y
independent
2-nd Population 2-nd Random Sample Samples

of szie=no

Type A

Others
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Suppose that we have two populations:
e P, =population proportion of the 1-st population.
e P, =population proportion of the 2-nd population.

e We are interested in comparing P; and P,, or equivalently, making inferences about P, — P,.
We independently select a random sample of size n; from the 1-st population and another random sample

of size n, from the 2-nd population:

e Let X; =no. of elements of type A in the 1-st sample.
e Let X,=no. of elements of type A in the 2-nd sample.

o P = i—i the sample proportion of the 1-st sample.
e P, = i—z the sample proportion of the 1-st sample.
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Hypotheses:
We choose one of the following situations:

(1) Hyp, =p, against H,:p, #p,
(i1) H p;2p, against H,:p, <p,
(ii) H,:p, <p, against H,:p,>p,

or equivalently,
(1) H,p;-p,=0 agamst Hyp, -p,#0

(i) H.:p-p,>0 against H,:p, —p,<0
(111) H pi—p, <0 against Hy:p, - p,>0

Note, under the assumption of the equality of the two population proportions (H,: P,= P,= P), the pooled estimate
of the common proportion p (pooled proportion )is:

= X;+X, __ . 5
P o ni{+n, (q - 1 P)
The test statistic (T.S.) is
P1—P,
Z = 500 N(0,1)
n, np



Test procedures:

(o > s ) iy
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H0=P1—P2=O

H0=P1—P2S0

King Saud Universitv

Hoy : Py —

2 =

Hypotheses Hy:P,—P, #0 Hy:P,—P,>0 Hy:P,—P, <0
Test Statistic P,-P . — X.+X _

7 = —= ~N(0,1) Pooledvariance P =2 and g=1-p
(TS) m_l_m n1+n2
RR. & AR. |
Of HO R.RofHy 1I_a
s
Critical value(s) _Zl—a

Decision:

We reject Hy (and accept Hy) at the significance level « if:

ZT.S > Zl—% or ZT.S < _Zl—g

2

Zrs>Z1_q

Zrs < —Zi_q

T.S. € R.R.
Two - Sided Test

T.S. € R.R.
One - Sided Test

T.S. € R.R.
One - Sided Test
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In a study about the obesity (overweight), a researcher was interested in comparing the proportion of obesity
between males and females. The researcher has obtained a random sample of 150 males and another
independent random sample of 200 females. The following results were obtained from this study.

n Number of obese people (X)
Males 150 21
Females 200 48

Can we conclude from these data that there 1s a difference between the proportion of obese males and proportion
of obese females? Use a = 0.05.

Solution :

P; = population proportion of obese males.
a=0.05 (level of significance )
P, = population proportion of obese females .

P, = sample proportion of obese males

P,= sample proportion of obese females
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Male Female

X;=21 X, =48

X,= 150 n, = 200
ﬁ1=:—1=%=0.14 132=;‘—z=%=0.24

The pooled estimate of the common proportion p is:

X1+X, _ 21+48

P = = = 0.197 (g=1-P=1-0.197=0.803)
ni+n, 1504200
Hypotheses:
Hy:pi=p, \E Hy:py #p,
or
Hy:p—p,=0 vs Hypy=py#0



Hypotheses:
HO:P1=P2 OR (HO:P1—P2=O)

HA:Pl;tPZ (HA:Pl—P2¢O)
Test statistics (T.S.)
, P-P 0.14 —0.24 _
=_  =_ 0.196 x 0.803 | 0.196 x 0.803
\/m+m \/ 150 ' 200
n;  np

Rejection Region of Ho (R.R.): (critical region)

a=0.05 >» Critical Value: Z _a= Z1 005 = Z(p.975) = 1.96
2

2

Decision :
RejectHy: Py = P, if :
ot ? ZT.S < _Zl—g or ZT.S > Zl—g
2 2
—2.328 < —1.96 (First condition satisfied, then do not try the second condition)

Decisionis Reject Hy: P; = P, and Accept Hp: Py # P,

Another way to take decision is by graph :
Determine test statistics value on the graph

Therefore, we conclude that there is a difference between the proportion of obese males and the proportion of obese
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Since Z = —2.328 € R.R., we reject Hy: P; = Py and accept Hy: Py # P, at @ = 0.05 . Therefore, we
conclude that there is a difference between the proportion of obese males and the proportion of obese

females. Additionally, since,

P,=0.14< P,=0.24

We may conclude that the proportion of obesity for females is larger than that for males.
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