Section 3    Feature Extraction

3.1 Introduction to Feature Extraction:
The purpose of this module is to convert the speech waveform to some type of parametric representation (at a lower information rate) for further analysis and processing. This is often called the signal-processing front end [5].
3.2   Signal-processing front end
The signal-processing front end is used to produce feature vectors from the speech signal. It has the following steps, as shown in Figure 3: -

1. Pre-emphasis: In this step, a high pass filter with a transfer function H(z) = 1-az -1  is used before extracting features from the signal. The goal of this step is to emphasize the high frequency components that contain more speaker-dependent information than the lower frequency components.
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Figure (1): The voice signal before Pre-emphasis
[image: image2.png]sy [euis.

w10

Time




Figure (2): The voice signal after Pre-emphasis

Pre-processing:
In this stage, the input signal must go through: -

a) Average Subtraction: This step helps discard silence and noise frames out of the signal. The formula to compute the signal average is
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where avg is the signal average, s(n) is a signal sample at time instant n, and N is the number of samples in the signal.

After subtracting the average from s(n), a new signal denoted by x(n) is produced as follows:
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for 0 ≤ n < N , N is the number of signal samples
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Figure (3): The voice signal before Average subtraction
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Figure (4): The voice signal after Average subtraction
b) Normalization: The aim of signal normalization is to have signal samples not dominated by high-energy components. We want to normalize the signal so that both loud speech and quite speech have similar energy characteristics. This process is referred to as energy normalization.
Mathematically, normalization can be described as follows
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where s(n) is a signal sample at time instant n, N is the number of samples in the signal, and y(n) is the signal at time instant n after normalization.
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Figure (5): The voice signal before normalization
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Figure (6): The voice signal after normalization
3.
Locating Voice: A clever endpoint detection algorithm is needed now to determine the beginning and the end of actual speech in the given waveform allowing the speech to be removed and analyzed. This algorithm gives the entire region where speech exists in an input signal (see Figure 2). This speech could include voiced regions as well as unvoiced regions.
The energy of the signal is used to find these voiced and unvoiced regions. The endpoint detection algorithm functions as follows:

a)    Compute the average magnitude and zero-crossing rate of the signal as well as the average magnitude and zero-crossing rate of background noise. The average magnitude and zero-crossing rate of the noise is taken from the first hundred milliseconds of the signal. The means and standard deviations of both the average magnitude and zero-crossing rate of noise are calculated to determine thresholds for each to separate the actual speech signal from the background noise.

b)    At the beginning of the signal, search for the first point where the signal magnitude exceeds the previously set threshold for the average magnitude. This location marks the beginning of the voiced section of the speech.

c)     From this point, search backwards until the magnitude drops below a lower magnitude threshold.

d)    From here, search the previous twenty-five frames of the signal to locate if and when a point exists where the zero-crossing rate drops below the previously set threshold. This point, if it is found, demonstrates that the speech begins with an unvoiced sound and allows the algorithm to return a starting point for the speech, which includes any unvoiced section at the start of the phrase.

e)    The above process will be repeated for the end of the speech signal to locate an endpoint for the speech.
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Section 7 (b)

Figure 7(a) The input signal. (b) The signal after voice region is located.

1. Framing: speech is segmented into frames by a short-time window (e.g. 20 msec) progressing at a frame rate lower than window width (e.g. 10 msec). The speech signal is a slowly timed varying signal. When examined over a short period of time (between 5 and 100 msec), its characteristics are fairly stationary.  However, over long periods of time (200 msec or more) the signal characteristic change to reflect the different speech sounds being spoken.  Therefore, short-time spectral analysis is the most common way to characterize the speech signal.
2. Windowing: The next step in the processing is to window each frame to minimize the signal discontinuities at the beginning and end of each frame. The concept here is to minimize the spectral distortion by using the window to taper the signal to zero at the beginning and end of each frame.
If we define the window as 
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where N is the number of samples in each frame.
Usually, Hamming window is used which is defined as:
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, 0 ≤ n ≤ N-1

After performing the windowing operation we get y(n):
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, 0 ≤ n ≤ N-1

where 
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is the frame before windowing.
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Figure 8 Hamming windows with 480 points
3.3 Mel-Frequency Cepstrum Coefficients

MFCC is based on that the human ear’s critical bandwidths vary with frequency. Filters spaced linearly at low frequencies and logarithmically at high frequencies have been used to capture the phonetically important characteristics of speech.  This is expressed in the mel-frequency scale, which is a linear frequency spacing below 1000 Hz and a logarithmic spacing above 1000 Hz.
The speech input is typically recorded at a sampling rate above 10000 Hz so these sampled signals can capture all frequencies up to 5 kHz, which cover most the sound energy that is generated by humans.  As was discussed previously, the main purpose of the MFCC process is to mimic the behavior of the human ears.
In the following we discuss each step of MFCC processing: -
i. Framing :-

Before analyzing the speech signal using MFCC to produce the feature vectors, speech signal has to be segmented into frames as was discussed before in signal-processing front end. Each frame will be processed separately. In this step the continuous speech signal is blocked into frames of N samples, with adjacent frames being separated by M samples (where M < N).  The first frame consists of the first N samples.  The second frame begins M samples after the first frame, and overlaps it by N – M samples.  Similarly, the third frame begins 2M samples after the first frame (or M samples after the second frame) and overlaps it by 2N – 2M samples.  This process continues until all the speech is accounted for within one or more frames.

Typical values for N and M are 256 samples and 100 samples, respectively. After that, each frame has to be windowed using Hamming window.
ii. Fast Fourier Transform (FFT) :-
The next processing step is the Fast Fourier Transform (FFT), which converts each frame of N samples from the time domain into the frequency domain. The FFT is a fast algorithm to implement the Discrete Fourier Transform (DFT) that is defined on the set of N samples {xn}, as follow: [5]
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Note that we use j here to denote the imaginary unit, i.e. 
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. In general Xn’s are complex numbers. The resulting sequence {Xn} is interpreted as follow: the zero frequency corresponds to n = 0, positive frequencies 
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The result after this step is often referred to as spectrum.

iii. Mel-frequency Wrapping :-
As mentioned above, psychophysical studies have shown that human perception of the frequency contents of sounds for speech signals does not follow a linear scale. Thus for each tone with an actual frequency, f, measured in Hz, a subjective pitch is measured on a scale called the ‘mel’ scale. The mel-frequency scale is a linear frequency spacing below 1000 Hz and a logarithmic spacing above 1000 Hz.
Therefore we can use the following approximate formula to compute the mels for a given frequency f in Hz:
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One approach to simulate the subjective spectrum is to use a filter bank, spaced uniformly on the mel scale. That filter bank has a triangular bandpass frequency response, and the spacing as well as the bandwidth is determined by a constant mel frequency interval.

The modified spectrum of S(() thus consists of the output power of these filters when S(() is the input.

Note that this filter bank is applied in the frequency domain, therefore it simply amounts to taking those triangle-shape windows on the spectrum.
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 Figure 9  mel-spaced filterbank
i. Calculating the logarithm :-.
In this step, we calculate the logarithm of each mel power spectrum coefficient generated in the previous step.
ii. Cepstrum :-
In this final step, we convert the log mel spectrum back to time. The result is called the mel frequency cepstrum coefficients (MFCC). The cepstral representation of the speech spectrum provides a good representation of the local spectral properties of the signal for the given frame analysis.
If we denote those mel power spectrum coefficients that are the result of the last step as 
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 using the Discrete Cosine Transform (DCT) as follows: [5]
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Note that we exclude the first component, 
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 from the DCT since it represents the mean value of the input signal which carried little speaker specific information.[5]
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Figure 10  The complete structure of MFCC processor

Section 4 Hidden Markov Model ToolKit

4.1 Introduction to HMM 

HMMs have become very famous method to build speech recognition system. Before we understand the HMM we should understand the “Markov model”.
4.2 Markov model

A Markov model is set of states and probabilities for transition from one of states to another. 
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Figure 77: Markov Model

 Every state can represent certain phoneme. The states are labeled S1…Sn and the transition probability from Si to Sj is labeled tij. In figure 77 there are four states and eight transitions. If there were transition from every state to every other state, this would make the model a fully connected model. If we are in state S1, there are two possible transitions from this state: one leading to S1 and another leading to S2. So, the next state will be S2 with probability of t12, and with a probability t11 the next state is S1. The summation of all transition probabilities from one state must equal one.
 The Markov model is called Markov model of order one if the next state depends only the previous state. And it is called the Markov model of order n if the next state depends on the last (n-1).
4.3 Hidden Markov Model:


An HMM is the same as the Markov Model but in HMM you can’t see the states. Instead of seeing the states you have probabilities of what is the system has actually observed. The results can be observed by the external observer so the states are hidden. This is an introduction to another level of probabilities. So, it is doubly stochastic process.

The outcomes (results) from the system are called v1, v2 …vn. In this example, we have nine possible outcomes: v1 to v9. These results are not continuous results but discrete one. In every state there is an outcome that has a certain probability. In the previous example, S1 is containing three possible outcomes called v1, v2, v3, happened in different times. The probabilities are not displayed in the figures. The summation of all the probabilities must equal one. 

There are several different ways to classifying data using HMM. If you have several HMMs trained for different words and you have sequence of phonemes as result, then for each HMM we compute the probability of matching the particular sequence of phonemes (output) with the current HMM. The HMM that has the highest probability is considered as the most likely word. To do this task you should train the HMMs for every word.
4.4 Introduction to HTK
The Hidden Markov Model Toolkit (HTK) is used to build the Hidden Markov Models (HMM). 
In automatic speech recognition (ASR) the inputs are represented as signal appropriate to processing and placed into recognition process. The output is transcription of utterance. The speech recognition is hard job and the modern systems in speech recognition are very complex.

Components of ASR:

In the first step, we extract features (as parameters) from the signal that have the maximum number of relevant information from the classification. There are two characteristics to features:

(1) Features are robust to acoustic variation

(2) Features are sensitive to linguistic contents. #
We need to extract features that can be used to distinguish between the different utterances. Also, we want to discard the noise and factors that are irrelevant (for example: the fundamental frequency of the speech signal #). Usually the numbers of features that are extracted are lower than the signal numbers that means the amount of data will decrease. There are appropriate features for each classification technique. See figure (1)
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In figure (2), we can see how features can be estimated. The features that are extracted are parameterized based on a frequency-domain. Spectral analysis is performed on the speech sample, e.g. every 10ms in a window of size 32ms length. People consider that the speech signal is static in this time scale. This is not always true, but it is a reasonable approximation. We extract the features in each frame then we give it to the next stage (classification).
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The acoustic models are referenced patterns that are matched to the featured vector in the classification model. The reference patterns are HMMs trained for either complete words or sub-word (phones) as linguistic units. HMMs are flexible with duration variation. This characteristic is important because the duration of phones may differ between the reference speech signal (train speech set) and speech signal to be recognized (test speech set). The different phones do not take the same time. For example, the vowels consume time differ according to speaking rate but the consonants (like: ”d” ,”t” ,”g” ,”k” ,”b” and “p”) usually do not change their length of time much. The pronunciation dictionary determine whereas the word to be recognized is valid or not. The pronunciation dictionary can do this task using all the valid combination of phones.  The pronunciation dictionary can also contain different variants of the same word. (See table 1).
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The language model contains syntactic information (grammar of the language). Its goal is to predict the probability of occur of specific words one after another in a specific language.

Sub Word Modeling:-

When the language has a large vocabulary ASR system, we can use HMMs   to represent sub units of words (for example: phones). For example, English has around 40 models. The phone set is represented using the dictionary. We can build the word model using sub word models.

In the same phone, if the neighboring phones are different then the phone itself is differ (context of phone is affect). Context dependent phone model are most widely used. There are several types of models:

(1) Mono-phone: consider current phone.

(2) Bi-phone models: consider either the left or right phone.

(3) Tri-phone models: consider both left and right phones.

(See figure 3).
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In speech recognition it is important to balance all of steps: acoustic model, pronunciation dictionary and language model.

2- Hidden Markov Model Toolkit (HTK):

HTK is ready tool to build HMMs. HTK is used for speech recognition but we can use it to another purpose.
Using HTK to Recognize Accent:

We labeled the phonemes as accents e.g. the accents are (w, e). Then in the dictionary file we label them as the meaning of the accent e.g. the meaning of the accents are (WESTERN w, EASTERN e). Then in the grammar we put what is the recognized accent e.g. the recognized accent is: (WESTERN | EASTERN). Then for each wave file we label them as the corresponding accent.
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