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Accent Identification for Saudi Speakers

The Objective:
The goal of this project is to create an intelligent program that is able to listen to a Saudi speaker then classify him/her according to him/her accent. This project also aims at identifying the speaker’s gender and identifies the speaker.
Section 1    Introduction

1. Introduction:

Speech recognition systems have developed very rapidly throughout the past few decades and continue to become more robust and intelligent as the demand for such systems increases, which are used by large corporate businesses or governmental establishments as an automated call attendant. Accent, age, gender, speaking rate and phone realization which specify speaker variability are some of the main difficulties in speech recognition task .Accent and gender are the two most important factors in speaker variability. So, our project will focus on them. Performance of accent-independent systems is generally 30% worse than accent-dependent ones. There are many techniques used for speech recognition. Examples of these techniques are Hidden Markov Model (HMM) and Gaussian Mixture Model. GMM are the most widely and successfully used. HMM is effective in classifying accent, but its training procedure is time-consuming and computationally expensive. HMM training is a supervised one but GMM training is not. There were some researches in accent identification.
For example, a research in accent identification has been done by T Chen et al[1]. They tried to search in Chinese accents. They randomly have selected N utterances from each test speaker and computed the average of their log-likelihood in each GMM. After they increased the number of components and utterances, the error rate has decreased. They considered the trade-off between the cost and accuracy. They found that using GMM with 32 components and 3-5 utterances to be the best choice. If the number of channels (sub of accent) is high, their error rate will increase. If there are two accents that they share some common characteristics, then they are most likely to be recognized to each other. GMM method can avoid building model for phoneme or phoneme-class. Another research in accent identification has been done by C Teixeira et al[3]. They have found that automatic identification of non-native accents is a difficult task as illustrated by there results they have obtained with only 6 different accents. They have tested accent identification in isolation and integrated in a speech recognition system. There results have shown that it is preferable to train a recognizer with a mixture of accents. Other research in gender identification has been done by J Burge et al[2]. They have investigated the automatic selection of an appropriate model for speech transcription based on the gender of the speaker and the language spoken. They considered two methods for the automatic gender classification: one involving a fundamental frequency threshold, and one using Gaussian Mixture Models (GMMs) using Mel Frequency Cepstral Coefficients (MFCCs). The pitch method results in an 89% accuracy rate for the gender classification, and a GMM using 16 MFCCs and 128 mixture components can accurately identify the gender of 94% of the same test samples. Hidden Markov Model is statistical model that have unknown parameters and known parameters. HMM is process to extract unknown parameters from the known ones. We will talk about it in details later.
In section 1 of this report we will talk about the Saudi Accented Arabic Voice Bank (SAAVB). After that in section 2 we are going to talk about the Feature Extraction.  
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