4 \Jector Spaces

4.7 Row Space, Column Space, and Null Space
4.8 Rank, Nullity, and the Fundamental Matrix Spaces



Three Fundamental Subspaces

Let A € M,, .. We have three important vector spaces:

api;y Qa2 -+ Qip ?"1(A)
a @ - Qo ro(A)
A = : : . : = : — [Cl (A) CQ(A)
| Om1  Am2 e amn_ _Tm(A)_

« RowSpace:row(A) = span{r;(A4),r2(A),...,rn(A)} C R"
e Column Space: col(A) = span{ci(A),ca(A),...,c,(A)} CR™

e NullSpace:null(A) = {z €« R": Az =0} CR"



Example Finding Basis And Dimension of The Fundamental Spaces

12—1]

Find bases and dimensions for row(A), col(A),and null(A) for A = 3 6 —3

Solution

row(A) =span{|1 2 -—1],[3 6 -3}
Note thatro(A) = 3 - r1(A), so:

row(A) =span{|1 2 -—1[}C R?
Basis: { |1 2 —1|}

Dimension: dim(row(A4)) = 1






Null Space

Tofindnull(A), solve Az = 0:

[0

1 2
3 6

—1
—3

null(A) =

Basis: <

Dimension: dim(null(A)) = 2

\

|

0

|

t,s e R

= span




Theorem Row Equivalent Matrices Have The Same Row And Null Space.
If A, B € M, are row equivalent, then:
e row(A) = row(B)
e null(A) = null(B)
Proof
Row Space:
« Since rows of B are linear combinations of rows of A:row(B) C row(A)
o Since rows of A are linear combinations of rows of B:row(A) C row(B)
o Therefore:row(A) = row(B)
Null Space:
o Elementary row operations do not change the solution set of Az = 0

o Therefore:null(A) = null(B)



Note Row equivalent matrices may not have the same column space.

Theorem: Row Equivalence and Column Spaces

If A and B are row equivalent, then any linear relation between columns of A is satisfied by the

corresponding columns of B.
Proof: Let
r1Cq (A) —~+ .’BQCQ(A) —+ -0 4+ a:ncn(A) =0 (*)

be a linear relation between the columns of A. Since A is row equivalent to B, there exists an
invertible matrix F' suchthat FA = B = F'c;(A) = c;(B) for all 2. Multiplying (*) by F’
on the left, we get:

zric1(B) + zocy(B) + -+ + z,¢,(B) =0

Which completes the proof.



Theorem: Basis For Row Reduced Echelon Matrices

If I is a row reduced echelon matrix, then:

1. The nonzero rows of R form a basis for row(R).
2. The pivot columns of R form a basis for col(R).
Proof:

The results follow from analyzing the positions of the 0’s and 1’s of K. We omit the details.

Basis For row (A), col(A), and null(A)
Let A € M., .. Then:

1. The nonzero rows of rref( A) (ro ref( A)) form a basis for row( A).
2. The columns of A corresponding to the pivot columns of rref( A) form a basis for col( A).

3. The vectors expressing the general solution when solving the system by G.E. or G.J.E.



Example: Finding the solution space (or the null space) of a homogeneous system
Find the null space for matrix:

12 -2 1
A={3 6 -5 4
1 2 0 3
Solution: The null space of 4 is the solution space of Ax =0
(1 2 2 1 0] 1 2 0 30
augmented matrix=3 6 -5 4 0|]—=2%5/0 0 1 1 0
12 0 3 0] 00 0 0 0
=X =253, x,=8, X3 =1, x, =t
x| [-2s-3t] [-2] [-3]
X, s 1 0
— X = = =S +1 =S8V, +1v,
X, —t 0 —1
X, t 0] | 1

— null(A)={sv, +1v, |s,t € R}



Example: Finding a basis for a row space

1 3 1 3]

0 1 0

Find a basis of the row spaceof 4=|-3 0 6 -1

3 4 -2 1

2 0 -4 2

Solution: 13 1 7 13 1 3
0 1 1 0 O 1 1 O

e -3 0 6 -1 G.E. s ref(A) = 0 0 0 1

3 4 -2 1 0 0 0 O

2 0 -4 2 00 0 0

a basis for row(A4) = {the nonzero row vectors of rref(4)}
={w, w,, ws} ={(1,3,1,3),(0,1,1,0),(0,0,0, 1)}



Example: Finding a basis for a subspace using the previous Thm.

Find a basis for the subspace of R’ spanned by
S =1{(-1,2,5),(3,0,3),(5,1,8)!

Solution: ] ]
-1 2 5|V (1 -2 5w
A=13 03V, —Eoref(Hh=0 1 3|W

_ 5 8_ v, 0 0 0
(Construct 4 such that row(4) = span(S))

a basis for span({v,, v,, v5})

= a basis for row(4)

= {the nonzero row vectors of ref(4)}
= {W, Wy}

={(1,-2,-5),(0, 1, 3)}



Example: Finding a basis for the column space of a matrix
Find a basis for the column space of the matrix 4 given by

1 3 1 3

O1 1 O

A=|-3 0 6 -1

34 -2 1

Solution 1: - 20 4 _2—

Since col(A)=row(A"), to find a basis for the column space of the matrix
A is equivalent to find a basis for the row space of the matrix A"

1 0 3 3 2 1 0 -3 3 2w,
g3 0 4 0] g o 019 5 6w,
11 6 =2 —4 00 1 -1 —I|w,
30 -1 1 -2 00 0 0 0




a basis for col(A4)
= a basis for row(A47)
= {the nonzero row vectors of B}

= {W19 W29 W3}

=<|=-3L 19 L1 (a basis for the column space of 4)




Solution 2: 1 3 1 3] 1 0 =2 0
0 1 0O 1 1 O

A=|-3 0 6 -1|—=>B=|0 0 0 1

3 4 2 1 0O 0 0 O

2 0 -4 -2 00 0 0

a a as a4 bi b2 b; by

Leading 1’s = {b,, b,, b,} 1s a basis for col(B) (not for col(A4))

{a,, a,, a,} 1s a basis for col(A4)
> This method utilizes that B is with the same dependency relationships among columns as
A, which does NOT mean col(B) = col(A4)

Notes:
The bases for the column space derived from Sol. 1 and Sol. 2 are different.
However, both these bases span the same col(A), which is a subspace of R’



Problem 1

Given a set of vectors S = {'01, V9ynny 'vk} in R"™, find a subset of S that forms a basis for
span(S), and express each of the remining vectors as a linear combination of the basis vectors.

Solution
Step 1. Form the matrix A whose columns are the vectorsintheset S = {v1,Vva,..., vy}
Step 2. Find rref(A) and denote its column vectors by w1, Wy, ..., Wy.

Step 3. Identify the columns of rref(A) that contain the leading 1's. The corresponding column
vectors of A form a basis for Span(S). This completes the first part of the problem.

Step 4. Obtain a set of dependency equations for the column vectors w{, wWo, ..., Wy
expressing each w; that does not contain a leading 1as a linear combination of predecessors
that do.

Step 5. In each dependency equation obtained in Step 4, replace the vector w; by the vector v;
fort = 1,2, ..., k. This completes the second part of the problem..



Example

(a) Find a subset of the vectors
vV = (1, —2,0, 3), Vo = (2, —9, —3, 6), V3 = (0, 1,3,0), V4 = (2, —1,4, —7), Vg = (5, —8, 1,2)

that forms a basis for the subspace of R* spanned by these vectors.
(b) Express each vector not in the basis as a linear combination of the basis vectors.

Solution (a) Constructing a Basis

We begin by forming a matrix whose columns are the vectors and reduce to rref:

1 2 0 2 5 10 2 0 1
2 5 1 -1 -8 01 -1 0 1
A=1g _3 3 4 1 >ef(d) =g o o 1 1
'3 6 0 -7 2 00 0 0 0

The pivot columns are 1,2, and 4. Thus { V1, Vo, V4 } is a basis.



(b) Expressing Other Vectors
We now express the remaining vectors v and v as linear combinations of the basis vectors.

From the RREF, we observe:

21 —Cy = V3 =2V] —Vy

C3
Cs —=C;+C+C4 = Vy5=V]+Vy+Vy

These are called the dependency equations.



Problem 2

Given a set of L.I. vectors S = {v1,v9, ..., v} inR",find a basis B of R" containing S.
Solution

Step 1. Form the matrix A whose columns are the vectors in the set

S = {vlav27"'7vka elaeQa---aen}

Step 2. Find rref(A) and denote its column vectors by wi, wWo, ..., Wg.

Step 3. Identify the columns of rref(A) that contain the leading 1's. The corresponding columns

of A(vectors of S) form the desired basis.



Example: Extending a Linearly Independent Set to a Basis
Extendthe Ll.set S = {v; = (1,0,2,1), vy = (2,1, 4,2)} toabasis for R*.

Solution

Step 1: Form the matrix A whose columns are the vectors in .S together with the standard basis
vectors for R*:

N O =
DO =~ = B
oo O =
O O = O
O = O O
o O O

The columns of matrix A are v{, Vg, €1, €9, €3, €4.

1 00 -2 0 O
Step 2: Compute the reduced row echelon form of A: rref(A) = 8 (1] (1] (1) 8 8
0 00 0 1 -2

Step 3: Identify the columns that contain the leading 1's in rref(A). These are columns 1, 2, 3,
and 5. The corresponding columns of the original matrix A form the desired basis for R?:

B ={vi,vs,e1,e3} = {(1,0,2,1),(2,1,4,2),(1,0,0,0), (0,0,1,0)}



Theorem: dim(row(A)) = dim(col(A))
The row space and the column space of a matrix A have the same dimension.
Proof:

dim(row(A)) = dim(row(rref(A4))) = number of nonzero rows in rref( A)
= number of leading 1’s (pivot positions) = dim(col(rref(A4))) = dim(col(A))

Definition: Rank and Nullity of a Matrix

« The common dimension of row(A) and col( A) is called the rank of A and is denoted by

rank(A).

o The dimension of null( A) is called the nullity of A and is denoted by nullity(A).



Theorem Dimension Theorem for Matrices
If A isamatrix with n columns, thenrank(A) + nullity(A) = n

Proof Since A has n columns, the homogeneous linear system Ax = 0 has n unknowns
(variables). These are the leading variables and the free variables. Thus,

[number of leading variables| + [number of free variables| = n

The number of leading variables equals the number of pivots in the row-reduced form of A,
which is precisely the rank of A. The number of free variables equals the dimension of the
solution space, which is the nullity of A. Therefore rank(A) + nullity(A) = n.



Example: Rank and nullity of a matrix

Let the column vectors of the matrix 4 be denoted by a,, a,, a,, a,, and a..

1 0 =2 1 0
0o -1 -3 1

-2 -1 1 -1 3
0O 3 9 0 -12

n 14x5

(a) Find the rank and nullity of 4

(b) Find a subset of the column vectors of 4 that forms a basis for
the column space of A4

(c) If possible, write the third column of A4 as a linear combination
of the first two columns



Solution:

Derive the reduced row-echelon form of 4.

1
0
-2
0

a,

0
-1
-1

3

a,

-2
-3
1
9

a3

]
]
-1
0

a

0
3
3
—12

;5

= rref(A) =

1 0
0 1
0 0
0 0

b, b,

20 1
30 -4
0 1 -1
00 0
b, b, b

(a) rank( A) =73 (since rank(A) = the number of nonzero rows in B)

nuillity(A4) =n—rank(A4) =5-3 =2 (by Thm.)



(b) Leading 1°’s
= {b,,b,,b,} 1s a basis for col(rref (A4))

{a,,a,,a,} 1s a basis for col(A4)

1 0
0 -1
a, = Y a, = ! and a, =

(¢) b,=-2b, +3b, = a,=-2a, +3a,




The Fundamental Spaces of a Matrix A4
e row(A) col(A) null(A)
e row(Al) col(AT) null(AT)

Theorem: Relations between the fundamental spaces
If A € M,,,«n,then

e rank(A) + nullity(A4) = n

o rank(A’) = rank(A)

e rank(A) + nullity(A?) = m

e rank(A) + nullity(A7) =m



Theorem: Solutions of a Nonhomogeneous Linear System

If X, is a particular solution to the system Ax = b, then every solution of this system can be
written in the form X = X, + X, where X, is a solution of the corresponding homogeneous
system Ax = 0.

Proof: Let X be another solution of Ax = b other than x,,.
= A(x — x,) = Ax — Ax, = b — b = 0= (x — X, isasolution of Ax = 0.

Let X}, = X — X, whichis asolution of Ax = 0 = x = X, + X.

Theorem: Relation between the system Ax=b and col(A)
A system of linear equations Ax = bis consistent if and only if b is in the column space of A.

Proof: Follows easily from rewriting Ax:

1
L9

Az

I
s

= TI1Cy (A) + :I?QCQ(A) + -+ a:ncn(A) .




Example: Finding the solution set of a nonhomogeneous system

Find the set of all solution vectors of the system of linear equations

X, - 2x;, + x, = 5
3x,; + x, — 5x =
x, + 2x, - 5x, = -9
Solution:
1 0 2 1! 5] (1 0 2 1! 5]
301 =5 0 8|—9LE 0 1 1 -3 -7
12 0 -5 -9 00 0 0 0




X, 2s — t + 5 2 —1
X, -s + 3t - 7 —1 3 =7
=X = = =S +1 +
X, s + 0 + O 0 0
x| [O0s + ¢ + O] | 1] | 1] | O
=su; i, +X,
h
. —7
1Le., X = 0 1s a particular solution vector of Ax =b,
_O_

and x, = su, + fu, 1s a solution of Ax = 0 (you can replace
the constant vector with a zero vector to check this result)



Example: Consistency of a system Ax = b depends on whether b is in col(A4)
Check 1f the following system is consistent by checking for column relations.

x + x, - x; = -1
X, + x; = 3
3x, + 2x, — x; = 1
Solution:

11 -1:-1 10 1 3

[Aib]=1 0 1. 3|—SLEsl0 1 2 —4
32 -1 1 00 0 0
_al a, a, b _Wl W, W v

WV =3w, —4w,
— b= 321 _ 4a 4 Oa (due to the fact that elementary row operations do not
3 change the dependency relationships among columns)

(In other words, b is in the column space of 4)

— The system of linear equations 1s consistent.



" Note from this example:
rank(A4) =rank([A4|b]) =2

" A property that can be inferred:
If rank(A4) = rank([4|b]), then the system Ax = b 1s consistent

The above property can be analyzed as follows:

(1) By a Theorem, Ax = b 1s consistent if and only if b 1s a linear combination of the
columns of A4, implies that placing b to the right of 4 does NOT increase the number of
linearly independent columns, so dim(col(A4)) = dim(col([A|b])).

(2) By definition of the rank, rank(4) = dim(col(A4)) and rank([4|b]) = dim(col([A4|b])).

Combining (1) and (2), we obtain: rank(4) = rank([A|b]) 1f and only 1f Ax = b 1s consistent.



Theorem: Summary of equivalent conditions for square matrices:
If A 1s an n X n matrix, then the following conditions are equivalent
(1) A 1is invertible
(2) Ax = Db has a unique solution for any nx1 matrix b
(3) Ax =0 has only the trivial solution
(4) A 1srow-equivalentto /
(5) det(4)#0
(6) rank(A4A)=n
(7) There are n row vectors of A which are linearly independent

(8) There are n column vectors of 4 which are linearly independent
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