
Systematic Sampling





Linear systematic sampling (LS)







R Codes



Circular Systematic Sampling (CS)



Circular Systematic Sampling (CS) cont.





Circular Systematic Sampling (CS) advantages:









Estimation Issues:



Estimating the mean:



Estimating the mean (Cont.)



Relative efficiency:

• !" = $ %
$(%'(')

∗ 100
• where the variances - . is simple random sampling variance and 
-(./%/ ) is the variance of systematic sampling.
• If !" < 100, then simple random sampling is more efficient
• If !" > 100, then systematic sampling is more efficient



Example

• In 6.1, compute the population mean

• Perform all 1-in-5 systematic samples (LS).

• Compute their means.

• Compute their variances.

• Compute all systematic sample mean.

• Verify that systemic mean is unbiased estimator of the population mean.

• Compute the variance of the systematic sample mean !"#(%&'(')
• Compute the variance of the SRS mean !"#(%&) with * = 20. 

• Find the relative efficiency of the variance of the simple random mean, !"#(%&), and the variance of the systematic mean, 
!"# %&'(' .























HW
• Page 161 exercises 6.4, 6.5, and 6.6
• Assume the data that we have from 100 observations as follows and consider the simple random sampling without replacement 

(SRS) with # = 20.
RNGkind(sample.kind = "Rejection") 

&'(. &''*(,,,)
. = &/012'(,: 45, ,55, 7'12/8' = 9:;<)

• Compute the population mean,
• Perform all 1-in-5 systematic samples (LS).
• Compute their means.
• Compute their variances.
• Compute all systematic sample mean.
• Verify that systemic mean is unbiased estimator of the population mean.
• Compute the variance of the systematic sample mean =>?(@ABCB)
• Compute the variance of the SRS mean =>?(@A) with # = 20. 
• Find the relative efficiency of the variance of the simple random mean, =>?(@A), and the variance of the systematic mean, 
=>? @ABCB .


