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Noise Removal Using Fourth-Order Partial
Differential Equation With Applications to Medical

Magnetic Resonance Images in Space and Time
Marius Lysaker, Arvid Lundervold, and Xue-Cheng Tai

Abstract—In this paper, we introduce a new method for image
smoothing based on a fourth-order PDE model. The method is
tested on a broad range of real medical magnetic resonance im-
ages, both in space and time, as well as on nonmedical synthe-
sized test images. Our algorithm demonstrates good noise suppres-
sion without destruction of important anatomical or functional de-
tail, even at poor signal-to-noise ratio. We have also compared our
method with related PDE models.

Index Terms—Fourth-order partial differential equations, MRI,
noise removal, nonlinear filtering and enhancement, restoration.

I. INTRODUCTION

DURING the last two decades progress in medical magnetic
resonance imaging (MRI) technology has created a large

collection of imaging techniques available to both clinicians and
researchers. Each such pulse sequence exploits some specific
physical or chemical property of the hydrogen nuclei (protons)
of small, mobile molecules like water and lipids, and can depict
structural and functional information from living tissue at the
sub-millimeter scale.

Even if the scanner technology has undergone tremendous
improvements in spatial resolution, acquisition speed, and
signal-to-noise ratio, MR images are still hampered with
degradations like signal intensity inhomogeneities (bias fields),
noise, and other artifacts. One of the limiting factors regarding
performance and usefulness of quantitative MRI diagnostics,
such as voxel-based tissue classification, extraction of organ
shape or tissue boundaries, estimation of physiological parame-
ters, e.g., tissue perfusion and contrast agent permeability from
dynamic imaging, is the amount of noise in the acquisitions.
A major source of this type of image degradation is random
thermal noise entering the MR data in the time domain [1]
(explained in more detail in Section II).

To overcome the deficiencies of so-calledacquisition-based
noise reduction, such as increased acquisition time (i.e., time av-
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eraging over repeated measurements) or decreased spatial res-
olution (i.e., enlarging voxel volume), severalpost-processing
noise reductionmethods have been proposed.

The ultimate goal of post-scanning noise removal methods in
MRI is to obtain piecewise constant, or slowly varying signals
in homogeneous tissue regions while preserving tissue bound-
aries. However, no single method has shown to be superior to all
others regarding noise removal, boundary preservation, robust-
ness, user interaction, applicability to the different MR acqui-
sitions techniques, and computation cost. Thus, improvements
are still needed.

In the literature, both statistical approaches and diffusion
filter methods have been used to remove noise from digital
images. An early study of “image improvement” in MRI using
statistical approach has been done in Godtliebsen [2] (see also
[3], [4]). Using Markov field models with maximum a poste-
riori (MAP) estimation of restored intensity values by iterated
conditional modes (ICM) and simulated annealing (SA), it
was found that application of the best of these methods to an
average of two measurements gave an image of about the same
quality as an average of four single measurements. We shall
also mention the work of Soltanian-Zadeh and coworkers [5],
where some nonlinear filter for multispectral (vector-valued)
MR image restoration using the zero-mean white Gaussian
model for statistical noise was introduced.

On the other hand, considerable research interest and nu-
merous applications in MRI have been devoted to use nonlinear
diffusion filters; see [6]–[22]. One of the common features of
the nonlinear diffusion filters is to introduce a nonlinear diffu-
sion term where the diffusion coefficient is small when
the gradient (i.e., ) is large. The images are filtered by ex-
amining their evolutions under nonlinear PDE’s. In contrast to
linear diffusion filtering, i.e., Gaussian filtering, which is ham-
pered with blurring and localization problems, the nonuniform
(anisotropic) process reduces the diffusivity at locations which
have a larger likelihood of being edges by using the “edge-stop-
ping” function . This idea was introduced in Perona-
Malik [6] and it has been generalized to 3-D images by Gerig
et al. [7], and to vector-valued images by Sapiro and Ringach
in [23], making it suitable to both 3-D MRI and multispectral
MRI.

Black et al. [8] studied the relation between anisotropic dif-
fusion and robust statistics. They implemented a robust estima-
tion procedure that estimated a piecewise smooth image from a
noisy input image and demonstrated improved automatic stop-
ping of the diffusion process with preservation of sharp bound-
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aries and better continuity of edges compared to the Perona-
Malik method. Their rationale for applying robust statistics to
anisotropic diffusion was from the case of piecewise constant
images but was not extended to more general ones, like MRI,
where there can be regions with slowly varying signal intensi-
ties and unsharp tissue boundary zones due to partial volume
effects.

It seems that Rudin-Osher-Fatemi [10] was the first one to
observe that if we minimize the total variation (TV) norm of
the image under some given conditions, we will get a nonlinear
diffusion filter. This idea gives a rigorous mathematical tool
to introduce nonlinear diffusion filters and has been used as a
regularization method for many applications where one needs
to identify discontinuous functions. Motivated by the TV-norm
filter, many similar filters have been proposed in the literature,
see (e.g., [11]–[20], [22], etc.). Our approach also belongs to
this class of filters. We shall introduce a fourth-order PDE noise
suppression method that handles edges and works on 1-D sig-
nals, as well as 2-D, 3-D, and 3-D+time images. The motivation
for proposing the new filter is to overcome the staircase effect
that occurs with the TV-norm filter (see Fig. 2) and better pre-
serve the fine details in nonblocky images (see Fig. 5). In order
to test its practical potential we have applied our method to a
wide range of real images, including structural and functional
MRI data sets. The main strength of our method is the ability
to process signals with a smooth change in the intensity value.
This is often the case for MRI data (see Fig. 13). Compared with
some other fourth-order nonlinear filters, see [16], [18], [21],
[20], [22], [24], our approach is simpler and we only need to
know the approximate noise level. We shall also compare our
method with some related works, and it seems that our scheme
is rather robust in removing noise and handling edges.

The rest of this paper is organized as follows. Since MRI is
main target for our noise-removal method, Section II is devoted
to the principles of MR Fourier transform image formation and
how noise is introduced into the reconstructed images. Sec-
tion III introduces a general formulation of the PDE model and
in Section IV the fourth-order PDE is adapted to this framework.
Section V explains the numerical technique we have employed.
We point out some advantages/disadvantages using higher order
PDE models for denoising in Section VI. Section VII is devoted
to numerical examples. First, on synthesized images and natural
scenes, then on a broad range of real MR images obtained from
MR phantoms, healthy volunteers, and patients. The test images
are acquired on clinical scanners from two different MR labora-
tories, and challenges our method by containing various amount
of noise and structural detail.

II. MR I MAGE FORMATION AND NOISE

The following figure illustrates the principles of 2-D Fourier
transform imaging on clinical MR scanners.

Today, variants of thisFourier transform imagingtechnique
is the most widespread MR method for obtaining structural and
functional information from the living human body.

Noise in MRI enters the data samples in-space. Here the
noise voltage competes with the NMR signal and is due to
random fluctuations in the receiving coil electronics and in the

Fig. 1. Principles of MR image formation.In MRI, we are sampling
complex-valued signalsS(k ; k ) in the spatial frequency domain
(k-space), being time-domain signals from two independent electronic
sources (here denoted the “real” and “imaginary” channel). The signal
values in k-space (i.e., raw data) can be expressed asS(k ; k ) =

�(x; y) exp f�i (x k + y k )g dx dy, where �(x; y) is the spatial
distribution of proton spin density that we want to measure. “Filling” of
k-space is done by designingk-space trajectories,t 7! (k (t); k (t)) =

( G (�) d�; G (�) d�), where the functionsG (t) and G (t) are
programmable time courses of the magnetic field gradients (cf. the coils in
upper right insert).
 is the gyromagnetic ratio of the imaged nucleus (protons).
Thus, during an imaging examinationk-space is traversed by proper activation
of the gradient system. Usually,k-space points are separated by�k and�k
in the two orthogonal directions, and the NMR signals can be sampled on a
regular 2-D grid. We see from the first equation above, that spatial distribution
of proton spin density�(x; y) in complex-valued image space (X and Y
images), and the NMR signalS(k ; k ) in complex-valued spatial frequency
space (R andI data matrices) define a Fourier pair. Thus, the image of proton
spin densities can be formed by applying a discrete, inverse Fourier transform
to the data matrix ofk-space samples. Generalization to 3-D imaging involves
application of the third gradient coil (G (t)) in the same fashion. For visual
inspection or further processing the magnitude image (Mag) is used, and
sometimes also the phase image (Pha) (with possible phase unwrapping).
B denotes the static magnetic field.M(r; t) is the magnetization vector at
positionr, rotating at (resonance) frequency! = 
B. The total magnetic field
B is under control of thepulse sequence programactivating the gradient- and
RF (radio-frequency) coils. In receive mode, these coils are also used to pick
up the weak NMR signals.

patient body (e.g., Brownian motion of spins). The variance
of this thermal noise can be described as the sum of noise
variances from independent stochastic processes, representing
the body, the coil and the electronics [1], i.e.,

The noise-removal obtained by averagingmeasurements,
where noise in -space is additive i.i.d. zero-mean Gaussian
with standard deviation, yields an improvement in noise stan-
dard deviation of . This procedure of averaging,
on expense of measurement time, is used in the experimental
part of this paper to obtain the “true” MR image for evaluation
purposes. Notice that in reconstructed magnitude images,
the images used in most medical applications, the noise will
generally not be Gaussian distributed. This is because com-
putation of the magnitude image from the real and imaginary
image, reconstructed by the inverse Fourier transform, involves
a nonlinear operation which maps a Gaussian distribution to
a Rician distribution (e.g., [25]). Moreover, at high SNR the
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Fig. 2. One-dimensional signal evaluation. (a) Original curve, (b) noisy curve, (c)m = 1, (d)m = 2, and (e)m = 3.

Fig. 3. A small portion of the results achieved with different PDEs. (a) 2th order (18). (b) 4th order (24). (c) 4th order (13). (d) 4th order (11).

Rician distribution approaches the Gaussian distribution, and
at low SNR it tends to be the Rayleigh distribution. Thus, there
are signal-dependent noise characteristics in reconstructed
magnitude MR images. However, our noise suppression PDE
method, like most other de-noising methods, does not incor-
porate these noise-statistics subtilities in the model (but see
[26] for a “Rician noise” model using wavelets), and we have
used addition of i.i.d Gaussian noise in the experiments with
nonmedical test images to evaluate our algorithm. For more
details on MR imaging principles and the presence of noise,
see [1], [27], [28].

III. PDE-DENOISING

Let be a digital image and be its obser-
vation with random noise for . Noise is
superimposed on the pixel intensity value by the formula

. Assume the noise level is
approximately known, i.e.,

(1)

Since noise can be recognized as fast oscillating signals over
small areas, one essential idea for denoising digital images is to
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Fig. 4. Noise introduced in right part.

filter out high frequency signals while preserving the important
features in the images. Different functionals can be used to
measure the oscillations in an image and a general formulation
of the noise removal problem (cf. [18], [10]) is to solve

(2)

We search for a new image by minimizing subject to
constraints involving the statistics of the noise. Rudin-Osher-
Fatemi [10] proposed the functional . In
[12], [15], [16], some modified TV-norm filters were applied.
Higher-order derivatives have recently been used to measure the
oscillations. You-Kaveh [20] proposed the functional

(3)

where denotes the Laplacian operator and Chan, Marquina
and Mulet [18] used

(4)

where is an elliptic operator and they restrict themselves
to work with . As the functionals get more and more
complex, the computing time grows as well. This is usually not
an important issue for 1-D and 2-D data, but as the number of
unknowns increases, the choice of functional will have a sig-
nificant impact on the computing time. In medical diagnostics,
2-D+time, 3-D and even 3-D+time MR images are used, and the
denoising process is quite expensive. We therefore search for an
image processing model with low computing time, which sup-
presses noise and handles edges in best possible way.

IV. FOURTH-ORDER PDE

In the original TV-norm filter [10], one tries to minimize the
total variation norm of the function. Our idea is to minimize

the total variation norm of . We propose two different func-
tionals to measure oscillations in a noisy data:

(5)

Here, we describe the models for2-D problems, but a gen-
eralization to higher dimensions are given by

and .
The main difference between the two functionals is that

is rotational invariant while is not. However,
the implementation with is simpler for higher di-
mensional problems. Another alternative would be choosing

. This coincide with choosing
in (3), see [20]. Below we supply all the details when the
functional is used and point out the corresponding
formulas for without going into the details. A technique
for finding minimum values of subject to the noise level
constraint (1) is based on a Lagrangian functional

(6)
At any critical point of we must have ,

. Here, the differentiation means Gauteaux
derivatives. The first optimality condition gives

(7)

and this essentially recovers constraint (1). From the definition
of , we can calculate

(8)

By using integration by parts twice for the two first terms in
(8), the second optimality condition implies thatsatisfies the
following nonlinear partial differential equation

(9)

and the boundary conditions are given as

(10)

where is the outward normal direction on .
The above boundary conditions are correct only if the domain
is a rectangular domain . To solve the nonlinear (9)



LYSAKER et al.: NOISE REMOVAL USING FOURTH-ORDER PARTIAL DIFFERENTIAL EQUATION 1583

Fig. 5. Evaluation of contour plot. (a) Original contour, (b) noisy contour, (c)2th order (18), (d)4th order (24), (e)4th order (13), and (f)4th order (11).

Fig. 6. Two-dimensional image evaluation with different PDEs. (a) Noisy image, (b) 2th order (18), (c) 4th order (13), and (d) 4th order (11).

Fig. 7. Two-dimensional image evaluation with rotated objects. (a) Input SNR� 4; (b) 4th order (11); (c) Input SNR� 4; and (d) 4th order (11).

we use a parabolic equation with time as an evolution parameter,
i.e., we solve for

(11)

Thevalueof needs tobedetermined insuchawaythat theabove
equation has a steady state, and condition (1) must be fulfilled at
the steady state. Using the same idea as in [10], we multiply (11)
by and use integration by parts twice overto get

(12)

If we apply the Lagrangian method for and go through a
similar calculation as described above, we will end up with the
nonlinear PDE:

(13)

Here, we have used the notation
. The boundary

condition for the above equation is rather complicated.
Moreover, it is not easy to describe the discretized realization
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Fig. 8. Evaluation of our smoothing algorithm, implemented for isotropic 3-D images. Only one of the 32 contiguous slices, transectioning the lateral ventricles,
is shown. (a) AC= 4, (b) Input AC= 1, and (c) Output 4th order PDE.

Fig. 9. Detail from Fig. 8. (a) AC= 4, (b) Input AC= 1, and (c) Output 4th order PDE.

Fig. 10. Difference between input and output image, i.e., the entire slice.

of the boundary condition. We shall omit the details about this
in the present work.

V. DIFFERENCEEQUATION

A digital image is often defined on a rectangular domain
with a regular mesh

For image problems, we will take , and
is the size of image support. In Table I a survey of the notations
that occur throughout this section is given.

The parameter is introduced to avoid numerical
divisions by zero numbers. In accordance with Table I we ap-
proximate a solution for (11) by the scheme:

(14)

To incorporate the boundary conditions (10), the approx-
imations at the boundaries need to be treated properly.
To explain this in detail, let us introduce two functions

, . In the implementations,
the values of and for a given function are evaluated
according to the following formulas:

if
if or

(15)

if
if
if

(16)

Boundary condition (10.a) is incorporated in (15), and
boundary condition (10.b) is incorporated in (16). Similar
treatment should be done for the-spatial variable.

At each iteration we have to updatein accordance with
(12). To discretize we use the
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Fig. 11. The plastic straws MR phantom used to test our de-noiser’s preservation of edge information. Each pixel is approximately 0.15� 0.30mm . Thek-space
average of eight measurements (AC = 8) was taken to represent the “ideal” image. Only a portion of one of the five transaxial slice images is shown. (a) AC= 8,
(b) Input AC= 1, and (c) Output 4th order PDE.

Fig. 12. Axial slice from a dynamic susceptibility contrast MR perfusion
imaging study. The curve shows signal intensity versus time in a selected pixel
located in perfused brain parenchyma.

approximation as indicated in Table I and shown in (17) at the
bottom of the page.

VI. THE FOURTH-ORDER PDE COMPARED WITH A

SECOND-ORDER PDE

We shall compare our proposed algorithm with the
well-known algorithm of [10]. To give an indication that our
scheme might have better properties than the scheme of [10],
we shall consider some one dimensional problems. The scheme
of [10] is obtained from the functional .
Similar to (11), we need to solve the following parabolic
equation to steady state for the approach of [10].

(18)

Correspondingly, given a noisy signal in one dimen-
sion, the algorithm of [10] takes the form:

(19)

From (11) and (13) we see that our fourth-order schemes in the
one dimensional case reduce to:

(20)

To see what kind of fundamental differences these two updating
formula may have, we look at two related linear parabolic equa-
tions, i.e.,

(21)

These equations are obtained if we let and fix the non-
linear diffusion coefficient and to be 1 in (19)
and (20) respectively. By using separation of variables the solu-
tions for the two linear equations in (21) are

(22)
Suppose the initial values and are com-
posed of signals of different frequencies, i.e.,

and . Then
the solutions of (21) are given by

(23)

For a given frequency , the signal is damped out by a
factor at time by the second-order parabolic equation
and it is damped out by a factor at time by the fourth-
order parabolic equation. Higher-order PDE’s damp out signal
with high frequency faster, and we expect the nonlinear case

(17)
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Fig. 13. 4th order PDE smoothing of 2D+time data from a MR perfusion imaging study. (a) Original pixel time course. (b) Smoothed time course. (c) Difference
between (a) and (b).

TABLE I
SURVEY OF THE NOTATIONS THAT OCCUR

THROUGHOUTSECTION V

also has this important property. By a similar argument as given
above it is easy to show that a ’th order PDE is able to damp
out a frequency by a factor . However, there
might be some drawbacks by using higher-order PDE’s. Let us
consider the following ’th order parabolic equation in 1-D:

Here denotes the ’th order derivative of and is an
integer. The term acts as a penalty term to

oscillations, and for the right hand side equals zero if
is constant. If the penalty term equals zero also if
is linear, and for the penalty term is zero whenis

quadratic. Assume we want to identify a homogeneous region
which is exposed with noise. There is no reason to expect that

, 3 is able to do a better job than . On the other
hand, we shall expect that , 3 would give a better result
for nonblocky images. In the next section we shall give a quan-
titative evaluation for different values with a one dimensional
problem; see Fig. 2.

VII. EXPERIMENTAL RESULTS

A. Synthesized Images and Natural Scenes

To compare the effect for schemes with different’s, we
have implemented and tested the second-order scheme (),
the fourth-order scheme ( ) and the sixth-order scheme
( ) in 1-D. A function of constant, linear and curved re-
gions was exposed with noise and used as observation data. For

each scheme we used in accordance with the CFL-condition
described later. Otherwise, all input parameters were identical
and each scheme was solved to steady state.

As expected the staircase effect is visible for . Homo-
geneous regions is not restored properly for . The scheme
with seems to have a good balance between these things;
see Fig. 2. In [29] they stated that linear schemes for do
not obey the minimum-maximum principle and we assume the
same also is true for the nonlinear case. Even so, we have never
experienced any artifacts or stability problems as long aswas
chosen small enough (CFL-condition is discussed below). The
rapid oscillation around some jumps in Fig. 2(e) may indicate
that artifacts is produced with .

Below we report some 2-D experimental results where we
compare our fourth-order methods with two related works [10],
[20]. The second-order method in [10] is already given by (18).
In [20] they proposed the functional
and the Euler equation was solved through the following gra-
dient descent procedure:

(24)

where and k is an image dependent pa-
rameter introduced to avoid numerical instabilities in planar re-
gions. In order to produce such a nonlinear diffusion , it is
worthy to note that the corresponding should be

. The gradient descent method
(24) produces speckles in the processed image and a despeckle
algorithm needs to be introduced. We shall not give the details of
the despeckle algorithm. However, we have used it in the com-
parisons in Fig. 3.

To evaluate the performance of the different PDE
models we look at the signal-to-noise-ratio (SNR) be-
fore and after processing. SNR is given by the formula

First we did a
similar test as described in [20] in which i.i.d Gaussian noise
was added to the Lena image. To achieve the result in Fig. 3(b)
we have used all parameters and the despeckle algorithm as
reported in [20] for . To really visualize different
performance of the schemes only a small portion of the images
is depicted here.

Steady state was achieved for all schemes in less than 350
iterations, except fourth-order scheme (24) where we fixed the
number of iterations to 1000 in accordance with [20]. The major
differences between the results in Fig. 3 are the staircase effect
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TABLE II
�t , SNR,AND L -NORM FOREACH OF THE SCHEMES

visible in Fig. 3(a) (see Lena’s cheek) and some speckles seen in
Fig. 3(b). For all the schemes, we have observed that there exists
a such that the schemes are unstable when .
For , the iterative solution explodes. On the other
hand, the solutions of the schemes go to a steady state if we
choose . To find , we do many simulations
using the same initial data. Starting with a small, we increase
it by a small constant for each simulation. For bigger than
a constant, the scheme becomes unstable and this is the
we report in Table II. In this test, the Lena image was used as
initial data. In Table II we also report the SNR and the-norm
for each of the schemes. Before processing and

.
The fourth-order schemes (13) and (11) have the best per-

formances with respect to both SNR and-norm. Regarding
the computational efficiency there are minor changes between
second-order (18) and fourth-order scheme (11) regarding the
cost per iteration. Evaluation of the mixed derivatives in fourth-
order scheme (13) and the use of despeckle algorithm in fourth-
order scheme (24) makes these two schemes slower.

To further distinguish the different schemes we use a special
test where noise is only introduced in one half of the image, de-
picted in Fig. 4. The restoration algorithm should now preserve
the left part as it is, and recover a denoised version of the right
part. A contour plot is used to visualize the ability to detect edges
and remove noise, see Fig. 5. We did several simulations with
fourth-order scheme (24) and found to perform best.
For the despeckle algorithm we have used . A careful in-
spection of the contours makes it clear that Fig. 5(e)(f) matches
the original better than Fig. 5(c)(d), in both part of the image.

The second-order scheme (18) is known to work for blocky
images (i.e., the image is piecewise constant). The purpose for
the next experiment is to evaluate how our two fourth-order
schemes process the image given in Fig. 6. It is a nontrivial case
to process an image like this since some of the blocks are as
small 2 2 pixels and other as thin as 110 pixels.

The solution set of the second-order PDE (18) allows dis-
continuities, and this is in accordance with what we observe in
Fig. 6(b) with sharp contrasts between bright and dark objects.
However, our fourth-order PDE’s (11) and (13) do not allow
discontinuities in the solution set. This can be seen as ghosts
around the smallest objects in the restored images.

In the final example in this section we do a special test con-
cerning the fourth-order scheme (11). We know that (11) is not
rotation invariant. To unveil the consistency of this, we process
an image both before and after rotation (20 degrees). Artifacts
were not observed in either of the processed images; see Fig. 7

In conclusion, these experiments demonstrate that our PDE
method is robust, and the only information that goes into the
algorithm is the approximate noise level of the input image. If
the noise level is not known, we choose this parameter by trial
and error. In fact this is the case when we work with MR im-
ages in the next section. If we use a bigger value for the noise
level the restored image will be smoother. If we use a smaller
value for the noise level the algorithm is adding less diffusion
to the image. Accordingly, the restored image will have better
edge preservation, but the amount of noise removed from the
image is also less in such a case. Even if fourth-order scheme
(11) is not rotational invariant, it seems to perform almost as
good as the rotation invariant fourth-order scheme (13). Due to
extra computation cost and complexity of this scheme we sug-
gest to use fourth-order (11) for processing data of dimension 3
or higher. All results given in the rest of this paper are achieved
with fourth-order scheme (11).

B. Medical MRI Images

Most digital 2-D images have nearly the same spatial reso-
lution along the and directions. However, in medical MRI
applications, volumetric (3-D) images, and even time series
of volume images (4D), are acquired. The spatial resolution
cells of these volumes are very often nonisotropic. Moreover,
in dynamic imaging the temporal sampling rate of the volume
acquisitions will depend on the performance of the gradient
system, pulse sequence characteristics, and the selected number
of slices making up each volume in time. Fortunately, the
difference scheme used to solve (11) can easily be modified to
handle higher dimensional data, even with different spatial and
temporal resolution units.

We shall first evaluate two different three-dimensional MRI
datasets. Both datasets were acquired on a Siemens Vision 1.5
Tesla MR scanner.

In the previous section we could compare the processed
image with the known original. In the case of medical images,
the evaluation of noise suppression is not this simple due to
lack of an original image to compare our result with. Therefore
an acquisition-based noise reduction method is used to obtain
the ”ideal”, or “true” image, as was also done in [2]. The
”ideal” image is obtained by averaging 4 ( ) repeated
measurements. For our algorithm, we just pick one of the 4
measurements and process it. From [25] we know that Rician
distribution approaches a Gaussian distribution at high SNR.
By averaging over repeated measurements the SNR will
increase and the Rician distribution should tend to a Gaussian
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distribution. This averaging process should therefore provide
us with the desirable reference image.

The first MR data set consisted of isotropic 11 1
FLASH 3-D head acquisitions from a healthy volunteer (

, , , , 32 slices).
To our disposal we had the magnitude images from-space av-
eraged data using 1, 2, 3, and 4 measurements from the same
slice positions. Input data to the algorithm is the data set with
one measurement ( , ). Our result
is evaluated together with the observed average of 4 measure-
ments ( , ). The “ideal” image, the
input image, and the output image produced by our algorithm
are shown in Fig. 8(a)–(c), respectively. Due to the isotropic
voxels in this data set, the partition is used
in this calculation. One arbitrary slice from the 3-D data set is
given in Fig. 8. To better evaluate the performance of our al-
gorithm, only a portion of the slice is depicted. The transacted
test-tubes located in the anterior part of the head coil were filled
with reticulated foam and polystyrene spheres and used for tex-
ture analysis, reported elsewhere.

On the anterior, right side of the head, three of the foam-
filled test tubes are visible, and their content are recognized as
rather homogeneous regions in Fig. 8(c). This is in accordance
with the “ideal” image in Fig. 8(a). When zooming further, it is
possible to see that even the image based on four measurements
is affected by noise. This is not the case for the output image
from our restoration algorithm; see Fig. 9.

In addition to visual comparison of the output with the “ideal”
image, we have also computed the difference between the input
and the output. This will better reveal where details have been
lost. The difference image is shown in Fig. 10.

Here, the major difference between input and output is noise,
as it should be. However, some weak contours of the skull and
the test tubes can be seen, showing that our de-noiser has a slight
smoothing effect also at tissue boundaries.

The second MRI data set is a MR phantom of a tube filled with
plastic straws embedded in Gd-doped agarose gel with tissue
equivalent T1 and T2 relaxation times. These straws phantom
were imaged with a spin-echo (SE) pulse sequence using the
same MR scanner as above ( , ,

, , , 5
slices). The SE pulse sequence was designed to generate 8 single
measurements together with 7-space averages from measure-
ments , respectively, before
magnitude images were calculated (cf. [30]). We applied our
restoration algorithm to one of the seven single-measurement
datasets ( ), which all had poor SNR compared to the
eight averaged data sets; see Fig. 11

This peculiar, high spatial resolution data set is chosen to test
if our restoration algorithm is capable to work as locally as it
should. Notice how thin the straws walls in Fig. 11 are. These
tiny, circular contours could thus be sensitive to all kind of algo-
rithmic influence and smoothing effects of our de-noiser. From
the results depicted in Fig. 11(c), it is clear that our restoration
algorithm handles the thin walls well, while the interior of the
straws are getting smoothed. The de-noised image is remark-
ably similar to the “ideal” image, which has almost three times
( ) better SNR than the input image.

A desirable generalization of our noise removal algorithm
is to include the time domain as well. Time series of images
are obtained in various situations, such as fMRI brain activa-
tion studies using the so-called Blood Oxygenation Level De-
pendent (BOLD) contrast technique, and for tracking a bolus of
intravenously injected contrast agent while it passes through a
vascular tree or a capillary bed in breast, prostate, kidney, heart
or brain.

We have tested a spatio-temporal implementation of
our de-noiser on a routine brain perfusion study. We
used 3-D+time data from a gradient-echo echo-planar
imaging (GE EPI) sequence on a Siemens Vision 1.5 T
scanner ( , , ,

, ,
, ).

Fifteen slices were repeatedly measured every 2 s, for a pe-
riod of 1 min and 20 s, so that each slice was scanned 50 times
in succession. After about three measurements a rapid injection
of an MR contrast agent was administered intravenously. As the
bolus passed the microcirculation of the brain, a magnetic sus-
ceptibility-induced signal drop could be observed in those voxels
covering perfused brain tissue. Due to expensive computation of
4Ddata,weselectedoneslice, transectioning thebrainat the level
of the lateral ventricles, and applied our 2-D+time de-noising al-
gorithm to this image time series. In the upper part of Fig. 12 this
slice is shown at time . In the lower part, the signal inten-
sity versus time from a selected pixel is shown. Tissue covered
by this pixel is clearly perfused as we see a marked decrease in
signal intensity from time frame 10, with signal minimum about
20 s (frame 13) after bolus injection.

Another (annoying) source for the variation in the pixel time
course is noise. Notice how the signal oscillates even before the
contrast agent has reached the brain (frame 1 to frame 8), and it
is also hard to decide where in time the signal recovers toward
baseline after bolus passage. Since estimation of local cerebral
blood flow (rCBF), local cerebral blood volume (rCBV), and
mean transit time (MTT) of plasma in the capillary bed is es-
sentially dependent on the decision of start and stop points in
time for the signal drop, and also on the area under the signal in-
tensity curve during bolus passage, time-course restoration and
proper de-noising will be very helpful. In this medical context,
we therefore tested our3-D (i.e., 2-D andtime) noise removal
algorithm with different step size in time and space.

In contrast to previous cases, we do not have an “ideal”
time course to use in an evaluation. Even worse, the injected
contrast agent forces each pixel to change its signal in time,
and recirculation and leaking effects might occur, so averaging
over repeated measurement would not be feasible. However,
we would expect in the “ideal” situation that the pixel-in-
tensities should be almost constant both before and after the
signal drop at bolus passage. If the restored image time-series
approaches this “ideal” situation we would judge the method
to be potentially useful. Another way to assess the behavior of
our de-noiser is to compute and display the difference between
the observed time course and the restored time course.

The measured perfusion time series and the PDE smoothed
time series are given in Fig. 13(a) and (b), respectively. It should
be easy to estimate the start and the end of the V-shaped signal
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drop in the output. We will also remark how well the minimum
point of the signal drop is preserved. The fast oscillating, low
amplitude signals in Fig. 13(c) indicate that main difference be-
tween input and output is noise.

We do not believe the second-order scheme (18) manage to
recover the V-shaped signal in a similar way due to the staircase
effect as observed in Figs. 2(c) and 3(a). The authors in [20] re-
ports that their fourth-order scheme tend to leave the processed
image with isolated black and white speckles, see Fig. 3(b). We
think the same effect will occur if fourth-order scheme (24) was
used to process signals like Fig. 13(a). Our proposed schemes
avoid these undesired effects.

We would like to add that our algorithm seems to work for
a large set of perfusion pixel time-courses being tested. A next
step will therefore be to conduct a more rigorous evaluation on a
larger set of perfusion examinations. To be relevant for clinical
use, estimation of the physiological parameters described above
(e.g., [31]), should also be incorporated.
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