(iv) P(Z=a)=0 for every a.

Example:
Suppose that Z ~ N(0,1)

(1) P(z <1.50)=0.9332 Z 0.00 | 0.01
; U
0.9332 | 1.50= | 0.9332
y :
(2) Z 0.00 0.08
P(2>0.98)=1-P(Z2 <0.98) : : U
=1-0.8365 : U
=0.1635 0.90= — — | 0.8365
or
é o.1635 P(Z>0.98)=P(Z<-0.98)= 0.1635
:lqg o o.98
(3) Z .. - 0.03
P(-1.33<Z2<242)= : : U
P(z<242)-P(z<-133) | _130 | = 0.0918

=0.9922 - 0.0918

=0.9004
pd = N
-1.33 o 2.42
(4) P(z<0)=P(2>0)=05
Notation:
P(z<z,)=A



3baya
Text Box
or 
P(Z>0.98)=P(Z< -0.98)= 0.1635

3baya
Pencil

3baya
Pencil

3baya
Pencil


PZ<Za)=A

0.5 | 05
-d'-—'-‘-'—-—-—f-Ti
0
For example:
P(Z <Zg 955 )=0.025 P(£ < Zg,90)=0.90
Z).025 Z 0
Result:
Since the pdf of Z~N(0,1) is symmetric about O, we have:

In=—2Z1p
For example:  Zoss =~ 23 035 =~ Zogs
Zogs=—Z1 086 =~ ZLo14

7(0.975)=1.96
7(0.025)=- Z(0.975)=-1.96

Example:

Suppose that Z ~ N(0,1).

If P(z<a)=0.95053 VA 0.05
Then a=165 ; li

1.60 — 0.95053

P(Z < @)= 09505
P(Z = Z ;.9505) = 0.9505
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Pencil
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Pencil

3baya
Pencil
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3baya
Pencil
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Pencil
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Pencil

3baya
Pencil

3baya
Pencil

3baya
Pencil

3baya
Pencil

3baya
Pencil

3baya
Pencil

bayan
Text Box
Z(0.975)= 1.96
Z(0.025)= - Z(0.975)= -1.96

3baya
Pencil


Example:

Suppose that Z~N(0,1). Find
the value of k such that
P(Z<k)= 0.0207.

Solution:

k=-2.04

Notice that k= Zooxo7r =—2.04

0.0207

Z - 0.04

—2.0 | &< | 0.0207

Example:
If Z ~N(0,1), then:

Zogo= 1285 Zy90 = (Zogoers + Zos0147)/2 = (1.28 + 1.29)/2 = 1.285

Zo_95 =1.645
Zogrs = 1.96

Zas = (Zosasso + Zposps3)/2 = (1.64 + 1.65)/2 = 1.645

Zooo=2.325 Zpg9 = (Zposeaz + Zo99010)/2 = (2.32 +2.33)/2 =2.325

Z - table
 Z-HbE| 0.08
0.975 “; 1.8|¢ 0975

Losrs
=196

Using theresult: Zp=-2Z;4
Zoio =—Zogo=-1.285
Zoos =—Zogs=—1.645
Zooos =— Zogrs=—1.96
Zoor = — Zogo=—2.325

Z - table

o.07  0.08

o

25109949 0.9951

T-HoA) |

Calculating Probabilities of Nor mal (,U,GZ) ;

m Recdll the result:
X ~Norma (#.0%) <

7 =

X—p

~ Normal (0,1)
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Rubber Stamp

3baya
Pencil


1. P(X <a)= P(Z < a_”j = From the table.

o

2. P(X>a)=1-P(X <a)=1- P(Z < a;“j

3. Pla< X <b)=P(X <b)-P(X <a)

- P(Zs b_ﬂj—P(Zs a_”j
(o2 O

4. P(X=a)=0, for every a.

4.7 Normal Distribution Application:

Example
Suppose that the hemoglobin levels of healthy adult males are
approximately normally distributed with a mean of 16 and a
variance of 0.81.
(@) Find that probability that a randomly chosen healthy adult
male has a hemoglobin level lessthan 14.
(b) What is the percentage of healthy adult males who have
hemoglobin level less than 147?
(c) In a population of 10,000 healthy adult males, how many
would you expect to have hemoglobin level less than 147?
Solution:

X = hemoglobin level for healthy adults males

Mean: u = 16

Variance: o” =0.81

Standard deviation:. o =0.9

X ~Normal (16, 0.81)
(a) The probability that a randomly chosen healthy adult male
has hemoglobin level lessthan 14 is P(X <14).
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P(X <14)= P(Z < 14_”)
(o)
14-16
= P(Z = 0.9 j 0.0132
= P(Z <-2.22) ﬁ |
- 0.01321 M w0

(b) The percentage of healthy adult males who have hemoglobin
level lessthan 14 is:
P(X <14)x100%=0.0132x100%=1.32%

(c) In a population of 10000 healthy adult males, we would
expect that the number of males with hemoglobin level less than
14 to be:

P(X <14)x10000=0.0132x10000=132 males

Example:

Suppose that the birth weight of Saudi babies has a normal
distribution with mean n=3.4 and standard deviation =0.35.

(a) Find the probability that a randomly chosen Saudi baby has a
birth weight between 3.0 and 4.0 kg.

(b) What is the percentage of Saudi babies who have a birth
weight between 3.0 and 4.0 kg?

(c) In a population of 100000 Saudi babies, how many would
you expect to have birth weight between 3.0 and 4.0 kg?

Solution:

X = birth weight of Saudi babies

Mean: u=3.4

Standard deviation: o =0.35

Variance: o = (0.35)°=0.1225

X ~Normal (3.4, 0.1225)

(@) The probability that a randomly chosen Saudi baby has a
birth weight between 3.0 and 4.0kgis P(3.0< X <4.0)
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P(3.0< X <4.0)= P(X <4.0)- P(X <3.0)

oz

_ P(Z < 4.0- 3.4) B P(Z < 3.0- 3.4j
0.35 0.35

=P(Z2<1.7)- P(z<-1.14)
=0.9564 - 0.1271=0.8293

:P(ZS

0.8293

3 =34 4

(b) The percentage of Saudi babies who have a birth weight
between 3.0and 4.0 kg is
P(3.0<X<4.0) x 100%-= 0.8293x 100%= 82.93%

(c) In a population of 100,000 Saudi babies, we would expect
that the number of babies with birth weight between 3.0 and 4.0
kg to be:

P(3.0<X<4.0) x 100000= 0.8293x 100000= 82930 babies



Standard Normal Table
Areas Under the Standard Normal Curve

z -0.09 -0.08 -0.07 -0.06 -0.05 -0.04 -0.03 -0.02 -0.01 -0.00 z
-3.50 | 0.00017 | 0.00017 | 0.00018 | 0.00019 | 0.00019 | 0.00020 | 0.00021 | 0.00022 | 0.00022 | 0.00023 | -3.50
-3.40 | 0.00024 | 0.00025 | 0.00026 | 0.00027 | 0.00028 | 0.00029 | 0.00030 | 0.00031 | 0.00032 | 0.00034 | -3.40
-3.30 | 0.00035 | 0.00036 | 0.00038 | 0.00039 | 0.00040 | 0.00042 | 0.00043 | 0.00045 | 0.00047 | 0.00048 | -3.30
-3.20 | 0.00050 | 0.00052 | 0.00054 | 0.00056 | 0.00058 | 0.00060 | 0.00062 | 0.00064 | 0.00066 | 0.00069 | -3.20
-3.10 | 0.00071 | 0.00074 | 0.00076 | 0.00079 | 0.00082 | 0.00084 | 0.00087 | 0.00090 | 0.00094 | 0.00097 | -3.10
-3.00 | 0.00100 | 0.00104 | 0.00107 | 0.00111 | 0.00114 | 0.00118 | 0.00122 | 0.00126 | 0.00131 | 0.00135 | -3.00
-2.90 | 0.00139 | 0.00144 | 0.00149 | 0.00154 | 0.00159 | 0.00164 | 0.00169 | 0.00175 | 0.00181 | 0.00187 | -2.90
-2.80 | 0.00193 | 0.00199 | 0.00205 | 0.00212 | 0.00219 | 0.00226 | 0.00233 | 0.00240 | 0.00248 | 0.00256 | -2.80
-2.70 | 0.00264 | 0.00272 | 0.00280 | 0.00289 | 0.00298 | 0.00307 | 0.00317 | 0.00326 | 0.00336 | 0.00347 | -2.70
-2.60 | 0.00357 | 0.00368 | 0.00379 | 0.00391 | 0.00402 | 0.00415 | 0.00427 | 0.00440 | 0.00453 | 0.00466 | -2.60
-2.50 | 0.00480 | 0.00494 | 0.00508 | 0.00523 | 0.00539 | 0.00554 | 0.00570 | 0.00587 | 0.00604 | 0.00621 | -2.50
-2.40 | 0.00639 | 0.00657 | 0.00676 | 0.00695 | 0.00714 | 0.00734 | 0.00755 | 0.00776 | 0.00798 | 0.00820 | -2.40
-2.30 | 0.00842 | 0.00866 | 0.00889 | 0.00914 | 0.00939 | 0.00964 | 0.00990 | 0.01017 | 0.01044 | 0.01072 | -2.30
-2.20 | 0.01101 | 0.01130 | 0.01160 | 0.01191 | 0.01222 | 0.01255 | 0.01287 | 0.01321 | 0.01355 | 0.01390 | -2.20
-2.10 | 0.01426 | 0.01463 | 0.01500 | 0.01539 | 0.01578 | 0.01618 | 0.01659 | 0.01700 | 0.01743 | 0.01786 | -2.10
-2.00 | 0.01831 | 0.01876 | 0.01923 | 0.01970 | 0.02018 | 0.02068 | 0.02118 | 0.02169 | 0.02222 | 0.02275 | -2.00
-1.90 | 0.02330 | 0.02385 | 0.02442 | 0.02500 | 0.02559 | 0.02619 | 0.02680 | 0.02743 | 0.02807 | 0.02872 | -1.90
-1.80 | 0.02938 | 0.03005 | 0.03074 | 0.03144 | 0.03216 | 0.03288 | 0.03362 | 0.03438 | 0.03515 | 0.03593 | -1.80
-1.70 | 0.03673 | 0.03754 | 0.03836 | 0.03920 | 0.04006 | 0.04093 | 0.04182 | 0.04272 | 0.04363 | 0.04457 | -1.70
-1.60 | 0.04551 | 0.04648 | 0.04746 | 0.04846 | 0.04947 | 0.05050 | 0.05155 | 0.05262 | 0.05370 | 0.05480 | -1.60
-1.50 | 0.05592 | 0.05705 | 0.05821 | 0.05938 | 0.06057 | 0.06178 | 0.06301 | 0.06426 | 0.06552 | 0.06681 | -1.50
-1.40 | 0.06811 | 0.06944 | 0.07078 | 0.07215 | 0.07353 | 0.07493 | 0.07636 | 0.07780 | 0.07927 | 0.08076 | -1.40
-1.30 | 0.08226 | 0.08379 | 0.08534 | 0.08691 | 0.08851 | 0.09012 | 0.09176 | 0.09342 | 0.09510 | 0.09680 | -1.30
-1.20 | 0.09853 | 0.10027 | 0.10204 | 0.10383 | 0.10565 | 0.10749 | 0.10935 | 0.11123 | 0.11314 | 0.11507 | -1.20
-1.10 | 0.11702 | 0.11900 | 0.12100 | 0.12302 | 0.12507 | 0.12714 | 0.12924 | 0.13136 | 0.13350 | 0.13567 | -1.10
-1.00 | 0.13786 | 0.14007 | 0.14231 | 0.14457 | 0.14686 | 0.14917 | 0.15151 | 0.15386 | 0.15625 | 0.15866 | -1.00
-0.90 | 0.16109 | 0.16354 | 0.16602 | 0.16853 | 0.17106 | 0.17361 | 0.17619 | 0.17879 | 0.18141 | 0.18406 | -0.90
-0.80 | 0.18673 | 0.18943 | 0.19215 | 0.19489 | 0.19766 | 0.20045 | 0.20327 | 0.20611 | 0.20897 | 0.21186 | -0.80
-0.70 | 0.21476 | 0.21770 | 0.22065 | 0.22363 | 0.22663 | 0.22965 | 0.23270 | 0.23576 | 0.23885 | 0.24196 | -0.70
-0.60 | 0.24510 | 0.24825 | 0.25143 | 0.25463 | 0.25785 | 0.26109 | 0.26435 | 0.26763 | 0.27093 | 0.27425 | -0.60
-0.50 | 0.27760 | 0.28096 | 0.28434 | 0.28774 | 0.29116 | 0.29460 | 0.29806 | 0.30153 | 0.30503 | 0.30854 | -0.50
-0.40 | 0.31207 | 0.31561 | 0.31918 | 0.32276 | 0.32636 | 0.32997 | 0.33360 | 0.33724 | 0.3409 | 0.34458 | -0.40
-0.30 | 0.34827 | 0.35197 | 0.35569 | 0.35942 | 0.36317 | 0.36693 | 0.37070 | 0.37448 | 0.37828 | 0.38209 | -0.30
-0.20 | 0.38591 | 0.38974 | 0.39358 | 0.39743 | 0.40129 | 0.40517 | 0.40905 | 0.41294 | 0.41683 | 0.42074 | -0.20
-0.10 | 0.42465 | 0.42858 | 0.43251 | 0.43644 | 0.44038 | 0.44433 | 0.44828 | 0.45224 | 0.45620 | 0.46017 | -0.10
-0.00 | 0.46414 | 0.46812 | 0.47210 | 0.47608 | 0.48006 | 0.48405 | 0.48803 | 0.49202 | 0.49601 | 0.50000 | -0.00




Standard Normal Table (continued)
Areas Under the Standard Normal Curve

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.00

0.50000

0.50399

0.50798

0.51197

0.51595

0.51994

0.52392

0.52790

0.53188

0.53586

0.00

0.10

0.53983

0.54380

0.54776

0.55172

0.55567

0.55962

0.56356

0.56749

0.57142

0.57535

0.10

0.20

0.57926

0.58317

0.58706

0.59095

0.59483

0.59871

0.60257

0.60642

0.61026

0.61409

0.20

0.30

0.61791

0.62172

0.62552

0.62930

0.63307

0.63683

0.64058

0.64431

0.64803

0.65173

0.30

0.40

0.65542

0.65910

0.66276

0.66640

0.67003

0.67364

0.67724

0.68082

0.68439

0.68793

0.40

0.50

0.69146

0.69497

0.69847

0.70194

0.70540

0.70884

0.71226

0.71566

0.71904

0.72240

0.50

0.60

0.72575

0.72907

0.73237

0.73565

0.73891

0.74215

0.74537

0.74857

0.75175

0.75490

0.60

0.70

0.75804

0.76115

0.76424

0.76730

0.77035

0.77337

0.77637

0.77935

0.78230

0.78524

0.70

0.80

0.78814

0.79103

0.79389

0.79673

0.79955

0.80234

0.80511

0.80785

0.81057

0.81327

0.80

0.90

0.81594

0.81859

0.82121

0.82381

0.82639

0.82894

0.83147

0.83398

0.83646

0.83891

0.90

1.00

0.84134

0.84375

0.84614

0.84849

0.85083

0.85314

0.85543

0.85769

0.85993

0.86214

1.00

1.10

0.86433

0.86650

0.86864

0.87076

0.87286

0.87493

0.87698

0.87900

0.88100

0.88298

1.10

1.20

0.88493

0.88686

0.88877

0.89065

0.89251

0.89435

0.89617

0.89796

0.89973

0.90147

1.20

1.30

0.90320

0.90490

0.90658

0.90824

0.90988

0.91149

0.91309

0.91466

0.91621

0.91774

1.30

1.40

0.91924

0.92073

0.92220

0.92364

0.92507

0.92647

0.92785

0.92922

0.93056

0.93189

1.40

1.50

0.93319

0.93448

0.93574

0.93699

0.93822

0.93943

0.94062

0.94179

0.94295

0.94408

150

1.60

0.94520

0.94630

0.94738

0.94845

0.94950

0.95053

0.95154

0.95254

0.95352

0.95449

1.60

1.70

0.95543

0.95637

0.95728

0.95818

0.95907

0.95994

0.96080

0.96164

0.96246

0.96327

1.70

1.80

0.96407

0.96485

0.96562

0.96638

0.96712

0.96784

0.96856

0.96926

0.96995

0.97062

1.80

1.90

0.97128

0.97193

0.97257

0.97320

0.97381

0.97441

0.97500

0.97558

0.97615

0.97670

1.90

2.00

0.97725

0.97778

0.97831

0.97882

0.97932

0.97982

0.98030

0.98077

0.98124

0.98169

2.00

2.10

0.98214

0.98257

0.98300

0.98341

0.98382

0.98422

0.98461

0.98500

0.98537

0.98574

2.10

2.20

0.98610

0.98645

0.98679

0.98713

0.98745

0.98778

0.98809

0.98840

0.98870

0.98899

2.20

2.30

0.98928

0.98956

0.98983

0.99010

0.99036

0.99061

0.99086

0.99111

0.99134

0.99158

2.30

2.40

0.99180

0.99202

0.99224

0.99245

0.99266

0.99286

0.99305

0.99324

0.99343

0.99361

2.40

2.50

0.99379

0.99396

0.99413

0.99430

0.99446

0.99461

0.99477

0.99492

0.99506

0.99520

2.50

2.60

0.99534

0.99547

0.99560

0.99573

0.99585

0.99598

0.99609

0.99621

0.99632

0.99643

2.60

2.70

0.99653

0.99664

0.99674

0.99683

0.99693

0.99702

0.99711

0.99720

0.99728

0.99736

2.70

2.80

0.99744

0.99752

0.99760

0.99767

0.99774

0.99781

0.99788

0.99795

0.99801

0.99807

2.80

2.90

0.99813

0.99819

0.99825

0.99831

0.99836

0.99841

0.99846

0.99851

0.99856

0.99861

2.90

3.00

0.99865

0.99869

0.99874

0.99878

0.99882

0.99886

0.99889

0.99893

0.99896

0.9990

3.00

3.10

0.99903

0.99906

0.99910

0.99913

0.99916

0.99918

0.99921

0.99924

0.99926

0.99929

3.10

3.20

0.99931

0.99934

0.99936

0.99938

0.99940

0.99942

0.99944

0.99946

0.99948

0.99950

3.20

3.30

0.99952

0.99953

0.99955

0.99957

0.99958

0.99960

0.99961

0.99962

0.99964

0.99965

3.30

3.40

0.99966

0.99968

0.99969

0.99970

0.99971

0.99972

0.99973

0.99974

0.99975

0.99976

3.40

3.50

0.99977

0.99978

0.99978

0.99979

0.99980

0.99981

0.99981

0.99982

0.99983

0.99983

3.50




CHAPTER 5: Probabilistic Features of the Distributions of
Certain Sample Statistics

5.1 Introduction:

In this Chapter we will discuss the probability distributions
of some statistics.

As we mention earlier, a statistic is measure computed
form the random sample. As the sample vaues vary from
sample to sample, the value of the statistic varies accordingly.

A statistic is a random variable; it has a probability
distribution, a mean and a variance.

5.2 Sampling Distribution:

The probability distribution of a statistic is caled the
sampling distribution of that statistic.

The sampling distribution of the statistic is used to make
statistical inference about the unknown parameter.

5.3 Distribution of the Sample M ean:
(Sampling Distribution of the Sample Mean x):

Suppose that we have a population with mean » and
variance «*. Suppose that X,, X,,..., X, is a random sample of
size (n) selected randomly from this population. We know that
the sample mean is:

2 X
X = it
n
Suppose that we select several random samples of size n=5.
1st 2nd 3rd . Last
sample | sample | sample sample
28 31 14 : 17
30 20 31 : 32
Sample values 34 31 25 : 29
34 40 27 : 31
17 28 32 30
Sample mean X 28.4 29.9 258 ... 27.8
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- The value of the sample mean x varies from random
sample to another.
- The value of x israndom and it depends on the random
sample.
- Thesample mean X isarandom variable.
- The probability distribution of x is called the sampling
distribution of the sample mean x .
- Questions:
o0 What isthe sampling distribution of the sample mean
X ?
0 What isthe mean of the sample mean x ?
0 What isthe variance of the sample mean x ?

Some Results about Sampling Distribution of x:

Result (1): (mean & variance of X)
If X,,X,,...,X, is a random sample of size n from any

n

distribution with mean x and variance o?; then:

1. Themeanof X is Ug =M.

2
O

2. Thevariance of X is: oy =

3. The Standard deviation of X is callthe standard error and

O
is defined by: Oy =405 = I

Result (2): (Sampling from normal population)
If X,,X,,...,X, isarandom sample of size n from a normal

population with mean x and variance o*; that is Normal (,u,az),
then the sample mean has a normal distribution with mean u

and variance o°/n, that is:

L 2
1. X~ Norma (,ua—]
n

2. z=X=# _ Normal (0,1).
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We use this result when sampling from normal distribution with
known variance o2.

Result (3): (Central Limit Theorem: Sampling from Non-
normal population)
Suppose that X, X,,..., X, is a random sample of size n

from non-normal population with mean x and variance o2. If
the sample size n is large (n>30), then the sample mean has
approximately a normal distribution with mean & and variance

o’In, thatis

1. X~ Norma (,u%j (approximately)
2. z=2=* . Normal (0, (approximately)
oln
Note: “~” means“approximately distributed”.

We use this result when sampling from non-normal distribution
with known variance ¢* and with large sample size.

Result (4): (used when o isunknown + normal distribution)
If X.,X,,...,X, Is a random sample of size n from a

normal distribution with mean » and unknown variance o?; that

isNormal (1,52 ), then the statistic:

X —u

S//n

has a t- distribution with (N—1) degrees of freedom, where Sis

the sample standard deviation given by:

Zn:(xi _Y)Z
S\/g\/l

n-1

T=

We write:
X —u
S/v/n

Notation: degrees of freedom = df = v

T-=

~t(n-12)
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Thet-Distribution: (Section 6.3. pp 172-174)
e Student'st distribution.
e t-distribution is a distribution of a continuous random
variable.
Result 2: o Recall that, if Xq, X,, ..., X, isarandom sample of sizen
from a normal distribution with mean p and variance o2,
i.e. N(u,0%), then

X —p
Z= ~N(0,1
oln 0.1)

We can apply this result only when o is known!
e If 6% is unknown, we replace the population variance c°

n P
(X - X)?
with the sample variance S*=1=L — to have the
following statistic
X —u
T=
S/+/n
Recall:
If X4, Xy, ..., X, is a random sample of size n from a

normal distribution with mean p and variance o isunknown, i.e. N(u,0),
then the statistic:
X—pu
T=siin
has a t-distribution with (N—1) degrees of freedom
(df = =n-1), and wewrite T~ t(v) or T~ t(n-1).
Note:
e t-distribution is a continuous distribution.
e The value of t random variable range from - c to +o (that
IS, - co<t<o0).
e The mean of t distributionisO.
e |t issymmetric about the mean O.
e The shape of t-distribution is similar to the shape of the
standard normal distribution.
e t-distribution — Standard normal distribution asn — .
l.e.If (n) goto infinity , thet gi\stributionapproximatelmormaldistribution

Qi}
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T ~t(v)

Notation: (t,)

T=1{v]

it

P(T<1.)=

e t, = Thet-vaue under which we find an areaequal to a
= The t-value that leaves an area of o to the left.
e Thevauet, satisfies: P(T<t,) = a.
e Since the curve of the pdf of T~ t(v) is symmetric about

0, we have
g = — 1ty

For example: To1 = —ti-01 = —Tos
To.97s = —t1-0.975 = —lo.ozs

e Values of t, are tabulated in a specia table for several
values of o and several values of degrees of freedom.
(Table E, appendix p. A-40 in the textbook).

Example:

Find the t-value with v=14 (df) that |leaves an area of:
(@ 0.95totheleft.
(b) 0.95totheright.

Solution:

v=14 (df); T~t(14)

(@) Thet-value that leaves an area of 0.95to the left is

t0_95 =1.761.


3baya
Highlight Text

3baya
Highlight Text

3baya
Highlight Text

3baya
Stamp


Table of t - Distribution

T~1t(14) 0.95
| 0.05  14|—— 1761
to.95=1.761 to.95 = 1.761

(b) Thet-value that leaves an area of 0.95 to theright is

toos =—1t1-005s =—toes = —1.761
Table of t - Distribution
0.05
T ~ t(14)
0.05 14| — -1.761
to.05= = Co.ss to.05= —1.761
=-1.761

Note: Some t-tables contain values of a that are greater than or
equal to 0.90. When we search for small values of o in these
tables, we may use the fact that:
tl— o= toc
Example:
For v = 10 degrees of freedom (df), find tye; and tgqy.
Solution:
toos = (1.372+1.812)/2 = 1.592 (from the table)
tog7 = —ti007 =—togz =— 1592 (usingtherule:t;_,=-1,)

Table of t - Distribation
| 0.80 095

|

o.o7 10— 1.372 1.812

T=ti{10)

tp.93=1.502 o g3 137241812
' 2

= 1.592
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Thet-Distribution
Find :
The t-value that leaves an area of 0.975 to the left (use v = 12) is
too7s =2.179
The t-value that leaves an area of 0.90 to the right (use v = 16) is
to.10 = - t1-0.107 Lo.9o= —1.337
The t-value that leaves an area of 0.025 to the right (use v = 8) is

t0.975 — 2306

The t-value that leaves an area of 0.025 to the left (usev = 8) is
to.025 = —t1-0.025 = —to.975s = —2.306

The t-value that leaves an area of 0.93 to the left (use v = 10) is

_ tooottoos _ 1.372+1812
tog3 = . = . = 1.592

The t-value that leaves an area of 0.07 to the left (use v =10) s

to.o7 = —loos = — (—to'%;to'gs) = —1.592

P(T <K)=090 ,df =10

K=1372

P(T=K)=095 ,df =15

K=-1.753

P(T < 2.110) =? (df =17)

P(T < 2.110) = 0.975

P(T <2.718) =? (df =11) P(T <2.718) = 0.99



Critical Values of the t-distribution (t,, )

v=df to.90 to.os too7s to.99 to.995
1 3.078 6.314 12.706 31.821 63.657
2 1.886 2.020 4303 6.965 9.925
3 1.638 2353 3.182 4541 5.841
4 1533 2132 2.776 3.747 4.604
5 1.476 2.015 2571 3.365 4.032
6 1.440 1.043 2447 3.143 3.707
7 1.415 1.895 2.365 2.098 3.499
8 1.397 1.860 2.306 2.896 3.355
9 1.383 1.833 2.262 2.821 3.250
10 1372 1.812 2.228 2.764 3.169
11 1.363 1.796 2.201 2.718 3.106
12 1.356 1.782 2.179 2.681 3.055
13 1.350 1771 2.160 2.650 3.012
14 1.345 1.761 2145 2.624 2.977
15 1.341 1.753 2131 2.602 2.047
16 1.337 1.746 2.120 2583 2.021
17 1.333 1.740 2.110 2567 2.898
18 1.330 1.734 2101 2552 2.878
19 1.328 1.729 2.093 2539 2.861
20 1.325 1.725 2.086 2528 2.845
21 1.323 1721 2.080 2518 2.831
22 1.321 1.717 2.074 2.508 2.819
23 1.319 1.714 2.069 2.500 2.807
24 1.318 1711 2.064 2.492 2797
25 1.316 1.708 2.060 2.485 2.787
26 1.315 1.706 2.056 2.479 2.779
27 1.314 1.703 2.052 2473 2.771
28 1.313 1.701 2.048 2.467 2763
29 1311 1.699 2.045 2.462 2.756
30 1.310 1.697 2.042 2.457 2.750
35 1.3062 1.6896 2.0301 2.4377 2.7238
40 1.3030 1.6840 2.0210 2.4230 2.7040
25 1.3006 1.6794 2.0141 24121 2.6896
50 1.2087 1.6759 2.0086 2.4033 26778
60 1.2958 1.6706 2.0003 2.3901 2.6603
70 1.2938 1.6669 1.9944 2.3808 2.6479
80 1.2022 1.6641 1.9901 2.3739 2.6387
90 1.2910 1.6620 1.9867 2.3685 26316
100 1.2901 1.6602 1.9840 2.3642 2.6259
120 1.2886 1.6577 1.9799 2.3578 2.6174
140 1.2876 1.6558 1.9771 2.3533 26114
160 1.2869 1.6544 1.9749 2.3499 2.6069
180 1.2863 1.6534 1.9732 23472 2.6034
200 1.2858 1.6525 1.9719 23451 2.6006
. 1.282 1.645 1.960 2326 2576




Application:

Example: (Sampling distribution of the sample mean)

Suppose that the time duration of a minor surgery is
approximately normally distributed with mean equal to 800
seconds and a standard deviation of 40 seconds. Find the
probability that a random sample of 16 surgeries will have
average time duration of lessthan 775 seconds.

Solution:

X=the duration of the surgery

u=800 , =40 , o* =1600

X~N(800, 1600)

Sample size: n=16

Cdculating mean, variance, and standard error (standard
deviation) of the sample mean X :

Mean of X: ux = =800
2
: _ , o2 1600
: 2=—"—=""2=100
Varianceof X: o= e
Standard error (standard deviation) of X: o, = LT
Usingresult2 Vn 416

- X has a norma distribution
with mean x, =800 and variance o =100, that is:

X ~ N(p,%z):N(800,100)

o 7-XTH_X-80_N@g1)
ol+n 10
The probability that a random sample of 16 surgeries will have

an average time duration that is less than 775 seconds equals to:
P(X < 775) = P(x —u 775-;1} _ P(x ~800 _ 775—800)

oln A olvn 10 10
= p(z < 7751_0800j = P(z <-2.50) =0.0062
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_ 2
T-N(, @~ )=N(800.100)
n

0.0062

775 1 X 800

Example:

If the mean and standard deviation of serum iron values for
healthy men are 120 and 15 microgram/100ml, respectively,
what is the probability that a random sample of size 50 normal
men will yield a mean between 115 and 125 microgram/100ml?
Solution:

X=the serum iron value

n=120 , 6=15, o? =225 ,nislarge

X=N(120, 225)

Sample size: n=50

Caculating mean, variance, and standard error (standard
deviation) of the sample mean X :

Mean of X: uy =1=120
Varianceof X: o2=2-22_45
n 50
Standard error (standard deviation) of X: o, —i = =212

Using the central limit theorem, X has a normal dlstrl bution
with mean u; =120 and variance o2 =4.5, that is:

~ N(p,g—z )=N(120,4.5)

X—u _ X-120
oiin 2 NOD

The probability that a random sample of 50 men will yield a
mean between 115 and 125 microgram/100ml equalsto:
15— 4 _ X — p _125- ,u]

olvJn 0'/«/_ olvJn

& L=

P115< X <125) = P(
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(115—120 X -u 125-120
=P < <

212 o/n 212
= P(Z<236) - P(Z <-2.36)
= 0.9909 — 0.0091
=0.9818

j:P@236<Z<23®

5.4 Distribution of the Difference Between Two Sample
Means (X, - X,):
Suppose that we have two populations:

e 1-st population with mean p; and variance

e 2-nd population with mean p, and variance o,

e We are interested in comparing p; and pp, oOr
equivalently, making inferences about the difference
between the means (u,—,).

¢ \We independently select a random sample of size n, from
the 1-st population and another random sample of size n,
from the 2-nd population:

e Let X; and S be the sample mean and the sample
variance of the 1-st sample.

e Let X, and S5 be the sample mean and the sample
variance of the 2-nd sample.

e The sampling distribution of X, - X, is used to make
inferences about p—pio.

1-st Population 1-st Sample

2-nd Population 2-nd Sample

&
@
N

independent

g !



Note: Square roots distribute over multiplication or division, but not

addition or subtraction.
3 o +b Fdo b

In general: Z= (value - Mean)/ Standard deviation

The sampling distribution of X, — X,:
Result:
The mean, the variance and the standard deviation of X, — X,
are;
Mean of X, - X, is: Mg _x, =H—Hy
: . 2 _ 0'12 522
Variance of X, - X,is. Ox_x, =— +——
nl n2

Standard error (standard) deviation of X; - X, is:

2 2
_ 2 _ |01 , O2
)
Result:

If the two random samples were selected from normal
distributions (or non-normal distributions with large sample

sizes) with known variances o; and o3, then the difference
between the sample means ( X; — X,) has a hormal distribution

with mean (x4, — 1,) and variance ( (o7 /n) + (o3 /n,)) , that is:

2 2
o) (o3
2~ N(ﬁﬁ_ﬂz ’n_l"'_zj

°
X
I
X|

¢ 2= o7 ol ~N(0,1)
n1 n2
Application:
Example:

Suppose it has been established that for a certain type of client
(type A) the average length of a home visit by a public health
nurse is 45 minutes with standard deviation of 15 minutes, and
that for second type (type B) of client the average home visit is
30 minutes long with standard deviation of 20 minutes. If a
nurse randomly visits 35 clients from the first type and 40
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clients from the second type, what is the probability that the
average length of home visit of first type will be greater than the
average length of home visit of second type by 20 or more
minutes? _
Solution: Y 7 X 20
For the first type: ‘

Hy =45

o, =15

o} =225

n, =35 is large
For the second type:

My =30

o, =20

o’ =400

n, =40 is large
The mean, the variance and the standard deviation of X, — X,
are:

Mean of X; - X, is:
Hg g =M~ Hy = 45-30=15
Variance of X; - X,is:
2 2
o2 =1, %2 225 A0 _ 4 068
2 n n, 35 0

Standard error (standard) deviation of X; — X, is:
Oy x, =% _x, =/16.4286 = 4.0532
The sampling distribution of X; - X, is:
X,—X, ~ N(15,16.4286)

7 = (Xl_ xz)_15 _ N(O 1)
+/16.4286 ’
The probability that the average length of home visit of first
type will be greater than the average length of home visit of
second type by 20 or more minutesis:
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P(X,-X,>20)=P (Xy = Xp) = (s~ 15) 20— (1t — 115)

_ 20-15) _ _
= P(Z > 4'0532j = P(Z>1.23) =1 - P(Z<1.23)
=1-0.8907

=0.1093

5.5 Distribution of the Sample Proportion ( IAD)_:

Population Sample

Elements of

Type " A " Type A
Others |—> |n(A) /Others

N(A) n-n(A)

N-N(A
@) Sample size =n

Population size =N

m For the population:
N(A)=number of elementsin the population
with a specified characteristic “A”
N = total number of elementsin the population
(population size)
The population proportion is
N(A)
N
m For the sample:
n(A)=number of elementsin the sample with the same
characteristic “A”
n =samplesize
The sample proportion is
. n(A)

p=—""- (P isadtatistic)

m The sampling distribution of P is used to make inferences

(p is aparameter)
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about p.

Result:

The mean of the sample proportion (I5) Is the population
proportion (p); that is:

Hy=1DP
The variance of the sample proportion ( p ) is:
1-
ot pl-p)_ pa. (where G=1 —p)

n n
The standard error (standard deviation) of the sample proportion

(P)is
%:\/p(l—p):\/pq
n n
Result:
For large sample size (n>30,np>5ng>5), the sample

proportion ( I5) has approximately a normal distribution with
mean 4; = P and avariance o = pq/n, that is:

A Pq
p~N ( P, ?j (approximately)

Z= p;qp ~N(0.1) (approximately)

n
Example:
Suppose that 45% of the patients visiting a certain clinic are
females. If a sample of 35 patients was selected at random, find
the probability that:
1. the proportion of females in the sample will be greater
than 0.4.
2. the proportion of females in the sample will be between
0.4 and 0.5.
Solution:
e .n=235(large)
e p = The population proportion of females = % =0.45
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e D =Thesample proportion
(proportion of females in the sample)
e The mean of the sample proportion ( p )isp=0.45
e The variance of the sample proportion ( P) is:
pl-p) pg 0.45(1-0.45)
n n 35
e The standard error (standard deviation) of the sample

proportion (P ) is:
@ =+/0.0071=0.084

e N>30, np=35x045=15.75>5nq=35x0.55=19.25>5

1. The probability that the sample proportion of females ( P)
will be greater than 0.4 is:

=0.0071.

P(P >04)=1— P(P <0.4)=1— P| o br <3P
| | J Jpﬂ—p)

p(1- p)

S|z 0 P(z <-0.59)
\/0.45(1— 0.45) '
35
=1-0.2776=0.7224

2. The probability that the sample proportion of females (D)
will be between 0.4and 0.5 is:

P0.4< P <05)=P(P <05)—P(P <0.4)

p—p 05-p
—p < ~0.277
\/p(l— p) \/p(l— p) 0.2776

n n

_plz< 0.5-0.45 0.5776
B \/0.45(1— 045) |
35




=P(z <059) — 0.2776
=0.7224 - 0.2776
=0.4448

5.6 Distribution of the Difference Between Two Sample
Proportions ( P — flz)_:

1-st Random Sample

1-st Population of szie =Ny

Type A

Others | —=> Others
n4=X4

K
independent
K

2-nd Random Sample

2-nd Population of szie=n»

Type A

Others | —=> Others
na—Xp

Suppose that we have two populations:

e p, = proportion of elements of type (A) in the 1-st
population.

e p, = proportion of elements of type (A) in the 2-nd
population.

e \We areinterested in comparing p; and p,, or equivalently,
making inferences about p; — p..

¢ \We independently select a random sample of size n; from
the 1-st population and another random sample of size n,
from the 2-nd population:

e Let X, =no. of elements of type (A) in the 1-st sample.

e Let X, =no. of elements of type (A) in the 2-nd sample.

A~ X
e P,=— = sample proportion of the 1-st sample

”l




. X
o P, :n—z2 = sample proportion of the 2-nd sample

e The sampling distribution of P,— P, is used to make
inferences about p, - p,.

The sampling distribution of P,— P, :
Result:
The mean, the variance and the standard error (standard

deviation) of PP, are
e Mean of f)l— I52 IS

Hp 5, = Pr— Py
e Varianceof P, — Psis:
2 P% |, P9
O - A = 1 + 2 112
P1— P2 n, n,
e Standard error (standard deviation) of P, — Pyis:
PO P20
Oy » =
P1— P2 \/ n, + n,

g q1:1_ Py and q,=1-p,

Result:
For large samples sizes
(n, >30,n, >30,n,p, >5,n0, >5n,p,>5n,q,>5) , we have

that P, — P, has approximately normal distribution with mean

. 2 .
Hp,—p, = P1= P2 and variance O, -p, = pln?l + p;% thatis:
2

p— P, ~N [Dl— P2, pllnql + p;qu (Approximately)
1 2
Z:(ﬁl_ﬁZ)_(pl_pZ) N(0.1 A imatel
PG P, G, (01)  (Approximately)
nl n2
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g1=0.6
g2=0.7

Example;

Suppose that 40% of Non-Saudi residents have medical
insurance and 30% of Saudi residents have medical insurance in
a certain city. We have randomly and independently selected a
sample of 130 Non-Saudi residents and another sample of 120
Saudi residents. What is the probability that the difference

between the sample proportions, P, — Py, will be between 0.05
and 0.2?
Solution:

p, = population proportion of non-Saudi with medical insurance.
P, = population proportion of Saudi with medical insurance.

P, = sample proportion of non-Saudis with medical insurance.
P, = sample proportion of Saudis with medical insurance.

p=04 n=130 > 30
P2 = 0.3 n2:120 >30

Hpp, = P1=P2=04-03=0.1

2 PG PG _ (04)(06) (0.3)(0.7)
O, , =—111m 2 12— =

Probe = T T 130+ 10 00036
oy _p = [P P _ /50036 = 0.06

1 2 n]_ n2

The probability that the difference between the sample
proportions, P, — P,, will be between 0.05 and 0.2 is:

P(0.05< P, — P,<0.2) = P( P, — P,<0.2) — P( P, — P,<0.05)
_ (ﬁl_ﬁz)_(pl_p2)< 0-2_(p1_p2)

=P
PG PG (PG, PG
nl n2 nl n2
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(B —P,) (P~ P,) _ 0.05-(p, — P,)

P, Q1+p2 a. P, Q1+p2 d,
n n, n, n,

-P

0.06 0.06
= P(z<167) - P(z<-0.83)
= 0.95254 - 0.20327

_ P(Z< o.2-o.1j ] P(Z< 0.05—0.1)

=0.74927
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CHAPTER 6: Usng Sample Data to Make Estimations
About Population Parameters

6.1 Introduction:

Statistical Inferences: (Estimation and Hypotheses Testing)

It is the procedure by which we reach a conclusion about a
population on the basis of the information contained in a sample
drawn from that population.

There are two main purposes of statistics;

e Descriptive Statistics: (Chapter 1 & 2): Organization &

summarization of the data

o Statistical Inference: (Chapter 6 and 7). Answering

research questions about some unknown population
parameters.
(1) Estimation: (chapter 6)
Approximating (or estimating) the actual values of the unknown
parameters:

- Point Estimate: A point estimate is single value used to
estimate the corresponding population parameter.

- Interval Estimate (or Confidence Interval): An interval
estimate consists of two numerical values defining a range
of values that most likely includes the parameter being
estimated with a specified degree of confidence.

(2) Hypothesis Testing: (chapter 7)

Answering research questions about the unknown parameters of
the population (confirming or denying some conjectures or
statements about the unknown parameters).



6.1: The Point Estimates of the Population Parameters:

Mean

Variance

Standard Deviation

Proportion

The Difference between
Two Means

Population

Hy — Hz

The Difference between
Two Proportion

Pi=p,

Paint
_estimator

X
¢t

=

104(A) -



6.2 Confidence Interval for a Population Mean (u) :

In this section we are interested in estimating the mean of

acertain population (u).

Population
(distribution)

X, Xy Xy

Random
Sample

Sample:

X:i.Xq 5en-
1>"v72 > b
\

Population mean = H

.
“

Population Variance = O "

Population:
Population Size=N
Population Vaues: X, X,,..., Xy

i=1

N

(X, - af

Population Mean: .=

-1

Population Variance: ¢* =- N

(i) Point Estimation of w:

Sample size

Sample mean = X

. _ Q2
Sample variance= S

Sample:
Sample Size=n

Samplevalues: X, Xy ..., X
2%

Sample Mean: X =

n

” (Xi - ;()

Sample Variance: s2 ==

n-1

A point estimate of the mean is a single number used to
estimate (or approximate) the true value of x .
- Draw arandom sample of size n from the population:

- X, X%

- Compute the sample mean: X = %

Result:

» %n

The sample mean Y:%i x, 1S a"good" point estimator of the

i=1

population mean ().

2



Chapter 6 : Confident Interval (C.I)

(1-a) % confident level

* How to get a when confidence level (1-a) % known

Examplel :

If we are 95% confident ,find a ?

. =0.05
a—l—o— v

Example?2 :

If we are 99% confident ,find a ?

1
. -
“=100 2

Example3 :

If we are 80% confident ,find a ?

L. T —
=i v

Exampled :

If we are 92% confident ,find a ?

.- .--—-—------------~-------“.---------—---—---.-..-------------—--"-----—-




(i) Confidence Interval (Interval Estimate) of u:
An interval estimate of 4 is an interval (L,U) containing
the true value of x "with aprobability of 1-«a".
(confidence level), degree of confidence
* 1-a =iscalled the confidence coefficient (level)
* L = lower limit of the confidence interval
* U = upper limit of the confidence interval

Result: (For the case when & isknown)
(@ If X, X,...,X, isarandom sample of size n from a normal

distribution with mean x and known variance o2 , then:
A (1-a)100% confidence interval for x is:

-2 /N 1—% n
v o 3 o
X-2Z ,— <u< X+2Z ,—
1—E,ln 1—E,ln

(b) If X, X,...,X, isarandom sample of size n from a non-
normal distribution with mean x and known variance o? , and
if the sample size nislarge (n> 30), then:

An approximate (1-«)100% confidence interval for y is:

XJ_rZLg Oy
2

Xtz T

1—E n
[Y—z 2 X+z aij

-5 AN -5 AN

X-Z ai <p< X+Z ai
1—5 n 1—5 n
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Note that:
1. We are (1- «)100% confident that the true value of x belongs

' X-7Z — X+z =2
to theinterval ( +Z Jﬁ)'

-54n =3

2. Upper limit of the confidenceinterval = X+ Zl_z %
2
O
1-

>

3. Lower limit of the confidenceinterval = X -Z -

NI R

4. Z . = Reliability Coefficient

2

5 Z X% = margin of error = precision of the estimate

e
2

6. In genera the interval estimate (confidence interval) may be
expressed as follows:

X+ Zl_g Oy

2

estimator + (reliability coefficient) x (standard Error)

estimator + margin of error

6.3 Thet Distribution:
(Confidence Interval Usingt)

We have dready introduced and discussed the t
distribution.
Result: (For the case when o isunknown + normal population)+ n < 30
If X, X,...,X, isarandom sample of size n from a normal
distribution with mean x and unknown variance «* , then:
A (1-«)100% confidence interval for 4 is:

Xitl_g Oy
2
X+t >
l—E n
X -t ai,iﬂ ai
1—5 n 1—5\/3
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where the degrees of freedomiis:
df =v=n-1.
Note that:
1. We are (1- «)100% confident that the true value of x belongs

= S < S
' X-t ,—=, X+t ,—|.
to thelnterval[ v Jn L «/ﬁj

2

- S
2. Ox = ﬁ (estimate of the standard error of X)

3. t_. =Reliahility Coefficient

2
4. Inthis case, wereplace 0 by S and Z by t.
5. In general the interval estimate (confidence interval) may be
expressed as follows:
Estimator + (Reliability Coefficient) x (Estimate of the Standard Error)

X itl_ﬂ Oy
2

Notes: (Finding Reliability Coefficient)
(1) We find the reliability coefficient Zl_g from the Z-table as

2

follows:
2 - lable

e
—(-5)

(2) We find the reliability coefficient t . from the t-table as
2

follows. (df =v =n-1)
t - table

.
df 2

i,

T
\

UHI,"’-':FH




Example:
Suppose that Z ~ N(0,1). Find Zl_ﬁ for the following cases:

(1) a=01 (2) a=0.05 (23) a =0.01

Solution:
(1) For a =0.1:
1-%-1. 9% 005 = 7 =Z45=1645
2 2 1_E
(2) For a =0.05:
1-% = 1—% =0.975 = Z , = Zoors = 1.96.
2 2 LE
(3) For a =0.01:
1—5 —1—0—;)1 =0.995 = Zl « = Zooos = 2.575.
2
Z - table Z - table
2 m ; 0.06 ey | 007 0.08
‘ T E
“m 1.8/¢~ 0,975 i 0.0049 0.9951
Eum Zp.pos
= 2 ETS
Example:

Suppose that t ~ t(30). Find tl‘z for o =0.05.

Solution:
df =v=30
1-%_1.90% g5 =t =g =2.0423
2 2 -3
tmm i T - table
ot 0.975
0.975 \ J
: 30 —— 2.0423
to.075
= 2.0423



The Confidencelnterval (C.1) for the Population Mean u:

The(1 — a)100%

Confidence Interval for
the Population Mean u

- ] - . 2
1 .15 Eno()rwr?l Sl oL {20562 I —_INormal Distribution+
2. Non-Normal Distribution a2 isunknown + n< 30.
+n > 30+ o?is known.
> S
74 4 X + t. a—
Xt+7Z N — "1—2n

23N




Example: (Thecasewhere ?isknown)

Diabetic ketoacidosis is a potential fatal complication of
diabetes mellitus throughout the world and is characterized in
part by very high blood glucose levels. In a study on 123
patients living in Saudi Arabia of age 15 or more who were
admitted for diabetic ketoacidosis, the mean blood glucose level
was 26.2 mmol/l. Suppose that the blood glucose levels for such
patients have a normal distribution with a standard deviation of
3.3 mmol/I.

(1) Find a point estimate for the mean blood glucose level of
such diabetic ketoacidosis patients.
(2) Find a 90% confidence interval for the mean blood glucose
level of such diabetic ketoacidosis patients.
Solution:
Variable = X = blood glucose level (Continuous quantitative variable).
Population = diabetic ketoacidosis patients in Saudi Arabia of
age 15 or more.
Parameter of interestis. = the mean blood glucose level.

Distribution is normal with standard deviation =3.3.
? isknown (o? =10.89)

X ~Normal( , 10.89)
= ?? (unknown- we need to estimate )

Sample size: n=123 (large)

Samplemean: X =26.2
(1) Point Estimation:

We need to find a point estimate for

X =26.2 isapoint estimate for

(2) Interval Estimation (Confidence Interval = C. 1.):
We need to find 90% C. I. for
90% = (1- )100%

1- =09« =O.1<:>E=O.O5 h— 1—E=0.95

o= Logs =1.645

2

90% confidenceinterval for is:

The reliability coefficient is: Z
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e
3.3 3.3

26.2—-(1.645)—— , 26.2+(1.645)——

( ( ) V123 ( ) N, 123j

(26.2—-0.4894714 , 26.2+ 0.4894714)
(25.710529 , 26.689471)

We are 90% confident that the true value of the mean x liesin
theinterval (25.71, 26.69), that is:
25.71< u <26.69

Note: for this example even if the distribution is not normal, we
may use the same solution because the sample size n=123 is
large.

Example: (Thecasewhere s isunknown)

A study was conducted to study the age characteristics of
Saudi women having breast lump. A sample of 21 Saudi
women gave a mean of 37 years with a standard deviation of 10
years. Assume that the ages of Saudi women having breast
lumps are normally distributed.

(@) Find a point estimate for the mean age of Saudi women
having breast lumps.

(b) Construct a 99% confidence interval for the mean age of
Saudi women having breast lumps

Solution:

X = Variable = age of Saudi women having breast lumps
(quantitative variable).

Population = All Saudi women having breast lumps.

Parameter of interest is. x= the age mean of Saudi women
having breast lumps.

X ~Normal( 4, %)

M =7?? (unknown- we need to estimate )

o2 = 7? (unknown)

Sample size: n=21

Samplemean: X =37

Ly
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Sample standard deviation: S=10

Degrees of freedom: df =v = 21 - 1 =20

(@) Point Estimation: We need to find a point estimate for ..

X =37 isa"good" point estimate for 4.

i~ 37 years

(b) Interval Estimation (Confidence Interval = C. I.): We need to

find99% C. |. for K.
99% = (1-«)100%

1-a=099< =001 < %: 0005 < 1—% —0.995

v =df = 21-1=20
Thereliability coefficientis: t_, = togs =2.845

2

t - table
e df 0.995

l

20 —> 2.845

0.995 0.005

to.995 =2 g45

99% confidence interval for . is:
S

X+t =
1—% Jn

10
37 + (2.845)
= V21

37 + 6.208
(37 — 6.208,37 + 6.208)
(30.792,43.208)
30.792 < u < 43.208

We are 99% confident that the true value of the mean p lies in
the interval ( 30.792,43.208 )

Lo


3baya
Text Box
2.845

3baya
Text Box
 21-1=20

3baya
Text Box
 21 - 1 =20

3baya
Text Box
2.845

3baya
Text Box
20

3baya
Text Box
2.845

3baya
Text Box
21

3baya
Text Box
(2.845)

3baya
Rubber Stamp


6.4 Confidence Interval for the Difference between Two
Population Means (u,—py):

Suppose that we have two populations:
e 1-st population with mean p,; and variance o
e 2-nd population with mean p, and variance o,
e We are interested in comparing p; and p,, oOr
equivalently, making inferences about the difference
between the means (p—Liy).

¢ \We independently select a random sample of size n, from
the 1-st population and another random sample of size n,
from the 2-nd population:

e Let X; and S be the sample mean and the sample
variance of the 1-st sample.

e Let X, and S5 be the sample mean and the sample
variance of the 2-nd sample.

e The sampling distribution of X, - X, is used to make
inferences about p—pip.

1-st Population 1-st Sample

2-nd Population 2-nd Sample

independent

ele
(&2
N\

{%} J
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(34.62 , 39.38) We are 99% confident that the true value of the mean µ lies in

the interval ().61 , 39.39 , that is: 34.62 < µ  < 39.38

6.4 Confidence Interval for the Difference between Two Population Means (µ1−µ2):

Suppose that we have two populations: • 1-st population with mean µ1 and variance σ12 • 2-nd population with mean µ2 and variance σ22 • We are interested in comparing µ1 and µ2, or equivalently, making inferences about the difference between the means (µ1−µ2). • We independently select a random sample of size n1 from the 1-st population and another random sample of size n2 from the 2-nd population: • Let X1 and S12 be the sample mean and the sample variance of the 1-st sample. •

2 Let X 2 and S 2 be the sample mean and the sample

variance of the 2-nd sample. • The sampling distribution of X1 − X 2 is used to make inferences about µ1−µ2.

113

34
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Recall:

1. Mean of X; - X, is: Mg 5, =t~ Hy
: . 2 _ 0'12 J22
2. Varianceof X; - X, is: O%-%, ~ T
nl n2

o ol o,
3. Standard error of X; - X, is. 0% x, = P
1 2

4. If the two random samples were selected from normal
distributions (or non-normal distributions with large sample

sizes) with known variances o; and o7, then the difference
between the sample means ( X; — X,) has a hormal distribution

with mean (1, — 1,) and variance ( (o7 /n) + (o3 /n,)) , that is:

2 2
e — o, O
X.—X. ~N — 422
° 2 (ﬁﬁ Ho n, an
(Xy = X,) = (1, — 1)
o Z="T—=""""2N(0,1)
0, , 0,
nl n2

Point Estimation of p—p,:
Result:
X, - X, isa"good" point estimate for p;—.

Interval Estimation (Confidence Interval) of pi—p,:
We will consider two cases.
(i) First Case: ¢ and o2 are known:
If o7 and o5 are known, we use the following result to

find an interval estimate for py,—p,.

Result:

A (1-0)100% confidence interval for p,—pu, is:
(Xl_xz)izl a O

2

X=X,
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X, -X,)+Z
( 1 2) 17% nl n2
2 2 2 2
((‘1—&)—2 [T (X -X)+Z, [ 2}
=\n n -2 n
2 1 2 nl 2

=in n, =y n,

Estimator + (Reliability Coefficient) x (Standard Error)

(i1) Second Case:
Unknown equal Variances: (¢2=c2=c" isunknown):
If 62 and o2 are equa but unknown (o2=c3=c°), then the
pooled estimate of the common variance 6° is
g2 _ (-0 +(n, -1S
P n +n, —2
where S? is the variance of the 1-st sample and S; is the
variance of the 2-nd sample. The degrees of freedom of Sg IS
df=v=n+n,-2.
We use the following result to find an interval estimate for
u;—u, when we have normal populations with unknown and
equal variances.

Result:
A (1-0)100% confidence interval for pu,—pu, is:
. . SZ SZ
(Xl_xz)it a —+—2
= n

_ 2 g _ S
(Xl_xz)_t a _p+_p ) (Xl_X2)+t a _p+_p
1_5 n, n, 1_5 n n,

where reliability coefficient t . is the t-value with

2
df=v=n;+n,—2 degrees of freedom.

Example—1® Case: o7 and o2 areknown)

s
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The Confidencelnterval ( C.1 )for the Differencebetween two
PopulationMeansu; — u,:

The (1 — a)100%

Confidence Interva for the
Difference between two
Population Means

U1 — U
1. Normal Distribution + ¢ and
a2 areknown Normal Distribution + n,,n, < 30
2. Non-Normal Distribution + + 0?= 0% = g2 areunknown but
—nq,n, =30+ 0 and 62 are equal
known.
F-R) 4t oS |S4
2 2 - aS, |—+—
_ _ 0-1 0-2 ! 27 = 1_5 b n n;
X1—X)+Z a|—+—
(X1—X2) -2 0 T,
pooled variance:

J(n1 —1)S2 + (n, — 1)S2
Sp=

2
,d.f=n,+n,—2
n,+n,—2 1o




Example:
An experimentwasconductedo compardime lengtr

(duration time) of two types of surgeries (A) and (B). 75
surgeries of type (A) and 50 surgeries of type (B) were
performed. The average time length for (A) was 42 minutes and
the average for (B) was 36 minutes.

(1) Find a point estimate for ua—ug, where pu, and g are
population means of the time length of surgeries of type (A) and
(B), respectively.

(2) Find a 96% confidence interval for p,—ug. Assume that the
population standard deviations are 8 and 6 for type (A) and (B),

respectively.
Solution:
Surgery Type(A) Type(B)
Sample Size Nan =75 ng=50
Sample Mean X,=42 Xz=36

Population Standard Deviation 5, =8 cg =6

(1) A point estimate for puy—ug IS:
X,—Xgz =42-36 = 6.

(2) Finding a 96% confidence interval for pua—peg:

o=7?
96% = (1-)100% <> 0. 96 = (1-0)) <> a=0.04 < /2 = 0.02
Reliability Coefficient: £« =Zgeg = 2.055

2

A 96% C.I. for pa—pgis:

8 6?
Z —+—
08\ 75 50

6+ (2.055) |24, 3
75 50
6+ 2578

6+
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We are 96% confident that uy—ug €(3.42, 8.58).

Note: Since the confidence interval does not include zero, we
conclude that the two population means are not equal (ua—pg#0
< ua#up). Therefore, we may conclude that the mean time
length is not the same for the two types of surgeries.

Example: (2™ Case: 52=c2 unknown)

To compare the time length (duration time) of two types of
surgeries (A) and (B), an experiment shows the following results
based on two independent samples:

Type A 140, 138, 143, 142, 144, 137

TypeB: 135, 140, 136, 142, 138, 140
(1) Find a point estimate for pa—ug, where pa (ug) is the mean
time length of type A (B).
(2) Assuming normal populations with equal variances, find a
95% confidence interval for pa—pg.

Solution:
First we calculate the mean and the variances of the two
samples, and we get:

Surgery Type(A) Type (B)
Sample Size Ny =6 ng =6
Sample Mean X o= 140.67 Xz = 138.50

Sample Variance S, =7.87 S =7.10

(1) A point estimate for puy—ug IS:
X, — Xg =140.67 — 138.50 = 2.17.

(2) Finding 95% Confidence interval for pa—ug:

95% = (1-0)100% < 0. 95 = (1-0) < 0=0.05 < /2 = 0.025
df =v= NatNg — 2=10
Reliability Coefficient: t . = toers = 2.228

2
The pooled estimate of the common varianceis.

Cory
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_(na-DSk+(ng -)Sg

- Na+Ng —2

_ (6-1)(7.87) + (6-1)(7.)
B 6+6-2

A 95% C.I. for pa—pugis:

2
Sp

=7.485

.S
1_% Ny, Ng
7.485 N 7.485
6 6
2.17+3.519
—1.35< pa—ug < 5.69
We are 95% confident that puy—ug €(—1.35, 5.69).
Note: Since the confidence interval includes zero, we conclude
that the two population means may be equa (ua—ps=0 <

ua=ug). Therefore, we may conclude that the mean time length
Is the same for both types of surgeries.

()?A_ XB)it

2.17 +(2.228) \/

6.5 Confidence I nterval for a Population Proportion (p):

Population Sample

Elements of

Type " A " Type A
Others |—> |n(A) /Others

N(A) n-n(A)

N-N(A
@) Sample size =n

Population size =N
Recall:
1. For the population:
N(A)=number of elementsin the population with a
specified characteristic “A”
N = total number of elementsin the population
(population size)
The population proportion is:
_N(4)
Y
2. For the sample;

(p is a parameter)
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n(A)=number of elementsin the sample with the same
characteristic “A”
n =samplesize
The sample proportion is;
. n(A)

p=—"> (P isadtatistic)

3. The sampling distribution of the sample proportion ( f’) IS
used to make inferences about the population proportion (p).
4. Themean of (P)is: Hy =P
R 1-
5. The variance of (P)is. o} :p(Tp)

6. The standard error (standard deviation) of ( p )is.
_ |pd-p)

p .
n
7. For large sample size (n>30,np > 5,n(1- p) > 5), the sample
proportion ( l5) has approximately a normal distribution with

mean 4 = P and avariance o3 = p(Ll- p)/n, that is:

- pd-p)
p~N ( P, j (approximately)

__P-p _ |
2= p(1- p) NQ©.D (approximately)

n

(i) Point Estimate for (p):
Result:
A good point estimate for the population proportion (p) is

the sample proportion ( P ).

(i) Interval Estimation (Confidence Interval) for (p):
Result:

For large sample size (n>30,np>5n(l-p)>5), an
approximate (1- « 100% confidence interval for (p) is:




; p1-p)
p* Zl,z -

2
5oz [PA=P) 4 ,  [PO=D)
1—% n ’ 1—% n

Estimator + (Reliability Coefficient) x (Standard Error)

Example;

In a study on the obesity of Saudi women, a random
sample of 950 Saudi women was taken. It was found that 611 of
these women were obese (overweight by a certain percentage).
(1) Find a point estimate for the true proportion of Saudi women
who are obese.

(2) Find a 95% confidence interval for the true proportion of
Saudi women who are obese.

Solution:

Variable: whether or not awomen is obese (qualitative variable)
Population: all Saudi women

Parameter: p =the proportion of women who are obese.

Sample:

n =950 (950 women in the sample)

n(A) =611 (611 women in the sample who are obese)

The sample proportion (the proportion of women who are obese
inthe sample.) is:

b= n(A) _811_ Leu3
n 950
(1) A point estimate for pis: p=0.643.

(2) We need to construct 95% C.1. for the proportion (p).
95% = (1- 2 J100% < 0.95=1-q < & =0.05 < % =0.025 1—% =0.975

Thereliability coefficient: Z , = o5 =1.96.

_a
2

A 95% C.I. for the proportion (p) is:




(0.643)(1-0.643)
950
0.643 + (1.96)(0.01554)

0.643+0.0305
(0.6127 , 0.6735)

We are 95% confident that the true value of the population
proportion of obese women, p, lies in the interval (0.61, 0.67),

that is:

0.643 + (1.96)\/

0.61<p<0.67

6.6 Confidence Interval for the Difference Between Two
Population Proportions( P, — Py):

1-st Random Sample

1-st Population of szie =nq

Type A

Others —_— Others
ny—=X4

independent
2-nd Random Sample Samples

2-nd Population of szie=no

Type A

Others | —> )
ny—Xy

Suppose that we have two populations with:

e p, = population proportion of elements of type (A) in the
1-st population.

e P, = population proportion of elements of type (A) in the
2-nd population.

e We are interested in comparing p; and p,, or equivalently,
making inferences about p; — p..

¢ We independently select a random sample of size n,; from
the 1-st population and another random sample of size n,
from the 2-nd population:

ey




Let X, =no. of elements of type (A) in the 1-st sample.
Let X, = no. of elements of type (A) in the 2-nd sample.

A X ]
P, =—* = the sample proportion of the 1-st sample

nl
. X
o [P :n—j = the sample proportion of the 2-nd sample

e The sampling distribution of P,— P, is used to make
inferences about p, - p,.
Recall:

1.Meanof P — D is 45 5 =P— P,

2. Varianceof P —p, is: Gél—bz _ PG, PG

n n,
3. Standard error (standard deviation) of P, — P, is:
P4 | P.0;
Oy o~ = L
P1— P2 \/ n + n,

4. For large samples sizes
(n, >230,n, >30,n,p, >5,nq, >5n,p, >5n,0, >5), we have

that P,— P, has approximately normal distribution with mean

. 2 .
Hp _p, = P1 = P2 and variance Op,-p, = plniql + p;% ,that is:
2

P, Po
nl n2

f)l_ f’z ~N (pl — P2, j (Approximalely)

7 — (ﬁl_ bz)_(pl_ pz)

P Ch , P, O,
nl n2

~N(0,1) (Approximately)

Note:g, =1-p, and @, =1-p,.

Point Estimation for p,— p,:
Result:
A good point estimator for the difference between the two

proportions, p;— p,, is:
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L. XX,
Pi=P =i

|nterval Estimation (Confidence Interval) for p;— py:
Result:

For large n; and n, an approximate (1-o)100%
confidence interval for p;— p»is.

\/m DG

D,—p,)*tZ
(pl p2) l_g nl n2

2

\/plql Bl o bz \/plql . szzJ
n, n, 2 n, n,

[(ﬁl_ ﬁz) - Zl_a

Estimator + (Reliability Coefficient) x (Standard Error)

Example:

A researcher was interested in comparing the proportion of
people having cancer disease in two cities (A) and (B). A
random sample of 1500 people was taken from the first city (A),
and another independent random sample of 2000 people was
taken from the second city (B). It was found that 75 people in
the first sample and 80 people in the second sample have cancer
disease.

(1) Find a point estimate for the difference between the
proportions of people having cancer disease in the two cities.

(2) Find a 90% confidence interval for the difference between
the two proportions.

Solution:

p, = population proportion of people having cancer diseasein

thefirst city (A)

P, = population proportion of people having cancer diseasein

the second city (B)

p, = sample proportion of the first sample
p, = sample proportion of the second sample
X 1= number of people with cancer in the first sample
Xo= number of people with cancer in the second sample
For the first sample we have:

n, = 1500 , X1=75

ke



. X, 75
=—2=——=0.05 4 =1— —
Py n 1500 , g, =1-0.05=0.95
For the second sample we have:
n,=2000 , X,=80
p, = X, 80 =0.04
n, 2000 ’
(1) Point Estimation for p;— po:
A good point estimate for the difference between the two
proportions, p;— p,, Is:
p,— P, =0.05-0.04
=0.01

(2) Finding 90% Confidence Interval for p;— p.:
90% = (1-0)100% < 0. 90 = (1-a) < 0=0.1 < o/2 = 0.05
Thereliability coefficient: Z . =2 =1645

G, =1-0.04=0.96

2

A 90% confidence interval for p;— pais:

(b-p)+2Z \/plql PG,
2 n N,

(E’l B f’z) T Z0.95 \/ p;?l + p;?z

(0.05)(0.95) _ (0.04)(0.96)

0.01+1.645 \/
1500 2000
0.01+ 0.01173

—-0.0017 < py— p., <0.0217
We are 90% confident that p;— p, € (—0.0017, 0.0217).
Note: Since the confidence interval includes zero, we may
conclude that the two population proportions are equal (p;—
P>=0 < p;= p,). Therefore, we may conclude that the proportion
of people having cancer isthe same in both cities.
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7: Using Sampl stics To Test Hvpotheses

Abhout Population Parameters:

In this chapter, we are interested in testing some
hypotheses about the unknown population parameters.

2.1 Introduction:

Consider a population with some unknown parameter 8. We
are interested in testing (confirming or denying) some
conjectures about 0. For example;, we might be interested in
testing the conjecture that 0> 0, where 8, is a given value,

* A hypothesis is a stlement about one or maore

populations,

* A research hypothesis is the conjecture or supposition
that motivates the research.

® A statistical hypothesis is a conjecture (or a statement)
concerning the population which can be evalualed by
appropriate statistical technique.

» For cxample, if © is an unknown parameter of the
population, we might be interested in tesling the
conjecture sating that © = 8, against © < 0, (lor some
specific value §,).

o We usually test the null hypothesis {(H,) against the
alternative (or the research) hypothesis (H, or Hy) by
choasing ane of the following situations:

(i) Ho0 =0, against H.:8=8,
{1i) Hp: 020, against Hy:0<8,
{1i1) Ho: B <8, apainst Hy 0>0,

* Equality sign must appear in the null hypothesis.

o H, is the null hypothesis and H, is the alternative
hypothesis. (H, and 1, are complement of each other)

» The null hypothesis (H,) is also called "the hypothesis of

no ditTerence"”.
» The altemative hypothesis (Hy) is also called the research
hypothesis.
l hing Saud University 198 [r. Abdullah Al-Shila ]
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o There are 4 possible situations in testing a statistical

hypothesis:
Condition of Null Hypothesis H,
{MNature/reality)
| H,iswue H, Is false
Possible | Accepting H, | Correct Decision| Type Il error
Agtion ()
(Decision) | Rejecting H, I'vpe L error | Correct Decision
L (cL)

o Type I érror= Rejecting H, when H, is true
P(Type | error) = P(Rejecting Ho | Ho is true) = o
¢ Type Il error = Accepting Ho when Ho is false
P(Type 11 error) = P(Accepting Ho | Ho is lalse) = B

» The level of significance of the test is the probability of
rejecting true Hy:

o = P(Rejecting H,, | H, is true) = P(Type | error)

» There are 2 types of alternative hy pothesis.
o One-sided alternative hypothesis:
- Hp 820, against  Hy: 0 <,

- Ho: B =8, against  H,: 00,
o Twa-sided alternative hypothesis:

- Hg:0=0, against Ha: 020,

*» We will use the terms "accepting” and "not rejecting”
interchangeably. Also, we will use the terms "a¢eeplance"
and "nonrgjection” interchungeably.

» We will use the terms “"aceept" and "fail to reject”
interchangeably

The Procedure of Testing H, (against H,):
The test procedurc for rejecting H, (accepting H,) or
accepting 11, (rejecting H,) involves the following steps:

L Buing Saud Universiy a "'F.Lf' D Abdullah Al-Shiha ]
g
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1- Determining Hypothesis

2. Determining a test statistic (T.S.)
We choose the appropriate test statistic based on the point
estimator of the parameter,
The test statistic has the following form:
Estimate — hypothesized parameter
Standard Error of the Estimate
3. Determining the level of significance (w):
a =001, 0.025, 0,05, 0.10
4. Determining the rejection region of H, (B.R)) and the
acceplance region of H, (ALR.).
The R.R. of H, depends on H, and ;
* H, determines the direction of the R.R. of H,
»  determines the size of the R.R. of H,

Test statisiic =

AR of Mg g l:-f.a AR of Hg
Ha: 670, Ha: 0 =8, Ha: 0 <8,
_ Pwe-sided alternative | One-sided alternative | One-sided alternative
5. Decision:

We reject Hy (and accept Hy) if the value of the test
statistic ('] .5.) belongs to the R.R. of H, . and vice versa,
Notes;
1. The rejection region of H, (R.R.) is sometimes called "he
critical region”.
2. The values which scparate the rejection region (R.R.) and the
acceplance region (ALR.) are called "the eritical values” or Relibility Cofficient.

1.2 Hypothesis Testing: A Single Population Mean (1):
Suppose that X, Xz. ..., X, is a random sample of size o
from a distribution (or population) with mean p and variance o,

We need to test some hypotheses (make some statistical
inference) about the mean (pe).

rh-ng saud Liniversity 127 D, Abdullah Al-Shilsa



3baya
Text Box
                 1- Determining Hypothesis

3baya
Highlight

3baya
Highlight

3baya
Highlight

3baya
Highlight

3baya
Highlight

3baya
Highlight

3baya
Text Box
2.

3baya
Text Box
3.

3baya
Text Box
4.

3baya
Text Box
5.

3baya
Text Box
or Relibility Cofficient. 


' Hypothesls

First Case
Test Statistic
(T1.5.)

Chapter 7 : Testing H h bout .

Te—
_ Hazp#y,

aisk

Rejection
Remon L)
&

Accepinnoe
Region{ A.R)

Ed=]

Rel:abitty Cosfiicient
..... critical values

wfd

s
lrr,_

.

AB o My i"-x

ol

-3 %8

-mﬂrm,

Deecislon ;

Reject He f the
falloaing condition
vatisfies

Reject H; (Accept H,) at the significant level o if

I:l' !1,'_}1 E :"I!.u

I'E'_I.-H
T (one - Sidad Test) |

{one - Sided Test)

Secend Case

o Is unknown; Normal ,n <30 (small)

Test Statistic
(T.8.)

O e
S R s T

Rejection
Hegion(R.IX)
&

ACerplunee
Hemop{ AH)

L=

all

R
of Hy

I'l & MH‘I‘

=ty

el -Ii_g t

Reliability Coeficient

"'tl-gf; ar _t_'|_.::_‘!|!|

't:I.-n.

Deciion |

Reject H, if the
Following condition
satlsfles

Reject Hy (Accept Ha) at the significant level o if :
T2t .

GrT<-tpan T>tia
{Two ~ Sided Test| (one = Sided Test)

T":'I-j.q_

AR af Hy

N
\

- 1

[one = Sjded Test] i |

Test Statistic
(T.8.)

o is unknown; Non-Normal ,n 330 (Large)
= g

E=ﬁ.

_Ft-r.-]d:ﬁun Regon

] Use the same R.A & AR a5 0 First Casel? Casel
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Example: (first case: variance ¢’ is known)

A random sample of 100 recorded deaths in the United States
during the past year showed an average of 71.8 years. Assuming
a population standard deviation of 8.9 year, does this scem w
indicate that the mean life span today is greater than 70 yvears?
lise a 0.05 level of significance,

Solution:

=100 (large),

o=8%( oknown)

X=7L% o=8Y9 (o isknown)

p =average (mean) life span

T g
a=0.03
1} Hypotheses,

Ho: st € 70 ( po=70)
Ha: g =70 (research hypothesis)

-129-
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Ho:t €70 (p,=70)

Ha: p =70 (research hypothesis)
Test statistics (T.5.) :
f—_,.:.rn _T18-T0

= == —— =202
alvn .8V
Level of significance:
a=0.03 1- 4=0.95
Rejection Region of H, (R.R.): (critical region) is z 1a =Z ggs -1.645
We should reject H, if: Z(test) > Z 1-a
2.02 > 1.645 (condition satisfied)

Decision ;" we reject H,
accept H o

Another solution :
From curve:
1)determine test value on graph

2) Z(test)=2.02 in R.R,then
reject H,

,;.,n sty 1648 7=2.02

Note: Using P- Value as a decision tool:
P-value is the smallest value of o for which we can reject
the null hypothesis H.,.
Caleulating P-value:
* Calculating P-value depends on the alternative hypothesis

H.
w ";.; = '1'I =4 ] 3
Suppose thal 2. ==— js the computed value of the test
T =n
Statistic.

* The following table illustrates how to compute P-value, and
how to use P-value for testing the null hypothesis:

[ I -"'i-:ELH-:I University 136 Dr. Abdullah Al-Shihg ]
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. Z  =Z(test)
Altemative Hypothesis:  HA: pspo HA: p> po | HA: p'< po

P Valne | BPEEZ]) [PE>Z)  PEAc)
Significance Level= | a .
| Decision | Reject Ho if P-value = a. ) |
Example:
For the previous example, we have found that:
2, =2"H0 500
o fvn

The alternative hypothesis was HA: ¢ > 70,
P~Valwe= P (F> I

= P(Z> 202)= 1~ P(Z< 202)= 1- 0.9783 = 0.0217
The level of significance was a =10.05. Decision :RejectH If
Since P-value £ e, we reject H.,.

P-value < a

0.0217<0.05
Example: (second case: variance s unknown) V4
The munager of a private clinic elaims that the mean time of the then
patient-doctor visit in his clinic is 8 minutes. Test the hypothesis reject HO

that i =8 minutes against the allemative that » % 8 minutes if g
random sample of 25 patient-doctor visits yvielded a mean time
of 7.8 minutes with-a standard devintion of 0.5 minutes, It s
assumed that the distribution of the time of this type of visits is
normal. Use a 0.01 level of significance.

Solution:

The distribution is normal.
=25 (small})
XA =78
5=0.5 (sample standard deviation): 0 is unknown
u=mean time of the visit, a=0.01
Hypotheses:
Ho: 4 =8  (u.=8)
Hyt it #= & (research hypothesis)
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Test statistics (T.5.):
I = e — —_—= -2
Sfvn 0.5/¥25
df= v =q-] =235_-1= 24

Level of significance:
n =001, a/2=0.005 |- w2=0.995
Rejection Region of Ho (R.R.): (critical region)
blhiga ™ Losse™= 2.797
We should reject Ho if:

T <1 -7 BT T+ 1 T il
2<-2.797 or -2>2797 (both conditions not satisfied)
o X X Decision: Accept HO
Decision:

Since T=-2 €EAR,, , weacecept He; 2 =8t a=0.01 and reject
Ha: it 8. Therefore, we conclude that the claim is correct,
Another solution:

From curve:
R. R.R t (test)=-2 (In A.R)
0.0 0.99 0.005
Decision :Accept H
T:_é.n:. of Hg 0
R.R. 2
ot Hg Loz + btz r:,a“g,_
-2.197 +2.797

Nole:

For the case of non-normal population with unknown variance,
and when the sumple size is larpe (n =30), we mav use the
Following test statistic:

X =iy

Sfm’

That ig, we replace the population standard deviation (o) by the
sample standand deviation (8), and we conduct the test ag
deseribed for the first case.

L=

-132-
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7.3 Hypothesis Testing: The Difference Between  Two
Population Means: (Independent Populations)
dSuppose that we have two (independent) populations:
o |-s1 population with mean w, and variance o,°
¢ 2-nd population with mean p, and variance o
* We are interested in comparing W, and e or
equivalently, making inferences about the difference
between the means (jy—uz).
* We independently select a random sample of size »; from
the 1-st population and another random sample of size i,
from the 2-nd population:
* Let X, and §° be the sample mean and the sample
variance of the 1-st sample,
* Let X; and 5 be the sample mean and the sample
varianee of the 2-nd sample,
* The sampling distribution of ¥, - ¥, is used 10 muake
inferences about g, —t.
We wish 10 lest some hypotheses comparing the population
Means,
Hypotheses:
We choose one of the following situations:
(i) Hyipy=py against Ha: gy = pe
() Tl by 2t against Hawg ==
(111) Hg:py < pa against Hy:py > p
or equivalently,
(1) Hg py—pa =Mo against Hatpy = gy # Mo
(i) Hg: py=po = Mo ggainst Ha: py = po < Mo
(1) Ha: py=pz =Mo against Hy: iy - 1y = Mg
Test Statistic:
(1) First Case:
For normal populations (or non-normal populations with
large sample sizes), and if of and o« are known, then the tesi
statistic is:

[ hing Said University {1,35 5 Dr. Abdullnh Al-Shika ]
-"‘-.-"'_'



3baya
Highlight

3baya
Text Box
Mo

3baya
Text Box
Mo

3baya
Text Box
Mo

3baya
Text Box
Mo

3baya
Text Box
Mo

3baya
Text Box
Mo


$lnrﬁq_ﬂﬂﬁnhHEﬂEHﬂﬁF¥5 Uﬂf@ﬁﬂfﬁi—hﬁ?ﬂqlﬂmﬂrﬁ*ﬂﬁm 1431/1432 J

X, - X,-M,

\[ﬂf a’ -~ N(0,1)
_'+_

o

L =

(2) Second Case:
For normal populations, and if of and &2 are unknown but
equal (e} =a‘§-"ﬂl]; then the test statistic is:

VM,

EoW e [t
4 g - T.{rl'| ""J'J.‘-.!-l_]

":
where the pooled estimate of o’ is
2 n =187 +{n. — 187
? =
mtn=2
and the degrees of freedom of Ji_.‘; is df= v=n+n-2.

[ Wirig Saud Liniversity T Dr. Abdullah Al-Shits J
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Testing v

hesis about differen
ulation means |-

W

il

1) & (Independent ul

in

Hypothesis Hby 4= Mo | Haby - 2 S Ma Hahs - pa=Mo
— _ Hapy p@EMo | Haid > Mo Hails - iy Mo
First Caze @i, ai are known + Normal or Non-Normal with large samples
. =Xy Mo '
’ B P N0
Fest Statistic (T.8.) o2 o2 Ve
L 4 A S |
JMm W
R-.-j_nﬁim .
Regloni K. &) §: s {T- rr""'-.
& = \
Acveptanee : AR of iy . e /"' e \"'\.
RegioniA R} alily _ ¥ . PP = :: Fia | WM i
-y 1-y .
| Reliability Cosfficient Lyaiz OF Zigp | Zy.q Ly
Decision : Reject Hp (Accept Hy) at the significant lovel a if ; —
fleject Hg il the - d
fallowing condition Z>Zyun Lok, I<-Tig
satisfies orZ<-Zian jone - Skdad Test) | forme — Sided Test)
| Second Case af , @ are pnknown but Equnl_qrrf = af =o'} + Normal '
Test Sutistic (1.5 | T =K M, m, =18 (0, =18 ;
| r = —_ fs,lfi = 1 i v “ |
l’_'j'; '5; Ty A i F
-J -"__1 ¥ E df:n1+n2—2
Rejection i o
Region{k.R] e hN
B 1—u N |
" ud b
Accaptance AL ol I ,
ResionAR) e BR BR PR
t]—l'l af ity D":H' —f._," I
Reliability Coefficient Riuz OF Yoz e = |
| Decision : Reject Hg (Accept Hy) at the significant level a if -
Refect Hy if the i ki
Followirg condition T t:l.-u.."& ——
ShbishES OrT<- tl‘lﬂ T> tia T<-4a |

[T —sided test)

{one = Sided Test)
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Example: (', of are known)

Rescarchers wish to know if the data they have collected
provide sufficient evidence to indicate the difference in mean
serum uric acid levels between individuals with Down's
syndrome and normal individuals. The data consist of serum
uric acid on'12 individuals with Diown's syndrome and 13
normal individuals. The sample means are

X, =45 mg/100ml
f.= 34mg/100ml

Assume the populations ar¢ nonmal with variances
S
7 =1
gf =1.5

. Use significance level a =005,

=] iy =
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Solulion:
Ly = mean serum uric acid levels for the individuals with
Down's syndrome,
1 = mean serum urc acid levels for the normal individuals.

m = |2 X =45 UJ:=
=13 ¥, =34 o3=L5
Hypotheses:

Ho: pi = 4z apainst Ha: 2 us
or
Ho: y=p: =0 agamst Ha' gy - e 20
Calculation:
1) a=0.05 2) 1-a/2=1-0.05/2=0.975

3)Z1.0/2 =Z0.975 =1.96

Test Statistic (T 8. ):

¥ —¥.-M £ _ %A Decision : Reject H If
7= _IT!'_% 0 _45-34-0 3 260 0
(T T Z(test)>Z 0975 OrZ<-Z 0.975
Vm  nm 2569 >1.96
\/ first condition satisfied
Another solution: no need to check the second one
from curve _
Since ; R.R Decision : Reject H
Z(test)=2.569 in R.R : 023 0
Decision: - =S Z=2.569
Reject H ot Mg in (R.R)
0
Decision: 20.975 Z0.975

Since Z=2.569 eR.R. we reject Hy: pi=p. and we accept
(do not reject) Ha: py # py at a=0.05. Therefore, we conclude
thal the two population means are nof equal.
Notes:
I. We can easily show that a 95% confidence imerval for (1l1-
o) 1s (.26, 1.94), that is:
'[]'Eﬁ-‘-'-:j.l;—pl;-‘:l 94

[ King Saud University m Dr- Abdullat Al-Shihs ]
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Another solution:
by p-value:

Since this interval does not include 0, we sav that 0 is not a
candidate for the difference between the population means (y;-
Ha), and we conclude that py—ps=0, e, wi2us. Thus we arrive
at the same conclusion by means of a confidence interval.
2 P-Valwe=2xP(Z > Z_ )

= 2L > 25T =21 - P(£ <2.57)]=2(] -0.9949) = .01 02
The level of significance was o = 0,05, RejectH, Ifp-value<a
Since P-value < o, we reject H,. 0.0102<0.05

v

Example: (o =ci=0" is unknown] Decision: Reject Ho

An experiment was performed to compare the abrasive
wear of two different materials used in making artificial teeth.
12 pieces of material 1 were tested by exposing each piece to a
machine measuring wear, 10 pieces of material 2 were similarly
tested. In each case, the depth of wear was observed. The
samples of material 1 gave an average wear of 835 units with a
sample standard deviation of 4, while the samples of materials 2
gave an average wear of 81 and a sample standard deviation of
5. Can we conclude at the 0.05 level of significance that the
mean abrasive wear of material 1 is greater than that of material

27 Assume normal populations with equal variances.
Solution:

Material 1 material 2
mp=12 =10
V=85 A:=81
5,=4 D=0
Hypotheses:
Hg: K = o
Hat iy > g
Or equivalently, 0.05
Ho: ity = pa =0
Hy: - =@ J
1:.,'s;|:t:.:L:I.?J:J;Ec:rng'l alelcle :’"‘9:25 i
=005 )

[ King Saud Unlversity m D Abdullah Al-Shihy J
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(n, — )5 +(n, - 1)

3=
A {‘.I.E—'lj-‘.'r: +{10 = 1}5? "
- 124+ 10 =12 e

Reliability Cocfficient:
df=vs12+10-2=20

B 005 s 0095 e 1.0 = lgas = 1.725

Test Statistic (T.8.):

n Reject Hy
X, —-%M 8% — 51-
I M llz*-‘: ﬂlno -~ ‘ I T(test>t,
2 20.05 _ 2005
sp Sk T 2.09 >1.725

'\. m) Lk \/

Decision: Decision : Reject H,

Since T=2.09 ER.R. (T=2.09 >t 09s= 1.725), we reject He

and we accept Ha: g = p >0 (Ha: 2> p o) at a =0.05.
Therefore, we conclude that the mean abrasive wear of
malerial 1 is greater than that of material 2,
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7.4 Paired Comparisons:

Paired T-Test :

- In this section, we are interested in comparing the means of
two related (non-independent/dependent) normal

populations,

- In other words, we wish to make statistical inference for the
difference between the means of two related normal pepulations.
- Paired 1-Test coneerns about testing the equality of the

means of two related normal populations.

.

of related ulations are:

1. Height of the father and height ol his son.
2. Mark of the student in MATH and his mark in STAT.
3, Pulse rate of the patient before and after the medical treatment.

. Hemoglobin level of the patient before and after the
medical treatment.

e

T C -
Let
X: Values of the first population
Y Values o the Second popolation

[¥ Values of X - Values of Y

Means :
uy= Mean of the first population
uy= Mean of the Second population
pp=Mean of X = Mean of ¥ (up=py -3 )

L i (e
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Confident Interval and Testing Hypothesis about difference between

two population means ( pug. 1, - pa) ¢ (Dependent/Related population}

®  The diffcrence (D-observation): Iy =X, - Y, S Sl .

Fﬁlﬁu:ﬁtﬂ the ®  Sample mean of the D-Observations - B = 2=i8
aliowing : e -
Quantities ° TRhm e g

®  Sample Sandard Deviation 5 = Jﬂ_

— ——

Confident Interval for pp = py -y

100(1-a)% - Sn
Confident Interval Pxt e— ,df=n-1
__ forpy e |
Testing Hypothesis for ., = py - g, :
. Hatiy -p=Mo Hatk - 2 Mo Helly - e 2Mo
Hypathesis Haziy <pa#Mg Haily =py=Mo Hat - 1Mo
ar Or Or
_ Haipg=Mo ws Hy:pp #Mo He:poEMows Ha iy = Mo Hpipip 2 Mows Hytpip < Mo
Test Smtistic . 1-Mg a4 johac - -
(18) | Y A
Rejection T
Region(R.R) /\\
| fg:_:ﬂlt R =i\
Acceptance 5 AR il Hy \
Region{A R) LR
I uf Ay _r-l a
Reliabiliy Cosfficent e OF Tian | te =15 ]
Decision : Reject H, [Accept Hy) at the siEni-_ficant level a if : i !
Reject Hy if the e _ =
Followsing T? tian | - .
condition satisfies Or T € =ty Tt T=-t
i
{Two -sidedtest) | (one — Sided Test] {one —Sided Tes1)
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Example:

Suppose that we are interested in studying the effectiveness of u

certmin diet program onten individual . Let the random varigbles X and ¥ given as
lollowing whle |

Individual(i) 1 3 ] 5 | 6 | 7 | 3 0 iy

Waight before (X3 | Ré6 | 802 | 915 | 806 | 823 B9 | 834 | 853 | 821 ﬁ:._-i
Woeight After () 9.7 | 859 | BLT | 825 | 719 B35 | 413 | 747 | 683 | 697
IFind :

I} A 95% Confident Interval for the difference between the mean of weighis beforg the
diet program () and the mean of weights alter the diet progrom (ps).
| Ho = by - pal

2) Duoes the daa provide sufficient evidence to allow us 10 conglude thal the dief is
goad? Lise 1 ~0.03 and assume population is normal .

Solution :

L5t population (X} = the weight of the individual before the diet program,
2-nd population (Y)= the weight of the same individual niter the diot progeam.

Wi assumie that The distributhions oF thiese andom variables are aarmival wiil
mieans gy and g, respectively.

These two varishles ere related (dependent/non-independent)because they are messurd
on the same Individual,

Calculate mean, standard deviation

[ Xi WX I3 =Xi-v, | by calculator
| LT T0F .13 —
! 80.2 85.9 5.7 D.Sp
3 1.3 81.7 7 A
3 80.6 2% 1.9
J 2.3 719 44
. B K1, Bi M -39
¥ k%A e 71
B 85.3 [} 10,6 |
4 83.1 68,3 X
T %2.1 697 12.4 !
| sum Ex =42 LY =787 5 En=%45
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First, we need mw ealenlate ((By calculator )

Sample Mecan:
D=fimiBl_ 545 _ cuc
T 10
Sample Variance :
g1 = T D=0  (68-545)%4 (57 -S451% 4 ... +{12.4= 545
o= n-1 a -1

Sample Standard Deviation : 5, = /82 = V50.33 = 7,09
Reliability Coellicient : 4.0 :
a=0.05 - | = 0.05/2 =1-0,025= 0975 (df=10-1=9)
L1 = toors =2.262

‘Then 95% Confident Interval for pp = Wi = 1y

= Sn
D4+t a—
']—Eﬁ
7.09

545+ 2.262 —

V10
5.45 £ 5.0715
(5.45—5.0715, 545+ 5.0715)
(0.38,10.52)

038 < flpy = 1052

143

= 5033



2)Does the data provide sufficient evidence to allow us 1o conclude that
the diet is good? Use a =015 and assume population is normal .

Diet 15 good means --- weipght after will be less than weight befor,
Solution:
= Mean of the first population
ur= Mean of the second population

pp “Meanof X = Memof Y (up=py -2 )
Hypathesis :

Hpt 1y = s vs Hai: >y

or Ho = pa =0 v Hy py-p3>0
ar Hg: up =0 vi Hypp>0
Test Statistic:
D=545 5,=709,n=10
T a= = 243
Wn vl
Rejection R n -
a=0.05 - J-0=095 - Qo= lws=1.833 (dl=n-1=0)

Beject Hyif T>y,

245> 1833 (condition satisfied )
Then reject Hy and aceept Hy: w> g

5o, we have a good diet program .
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7.5 Hypaothesis Testing: A Single Population Proportion (p):
In this section, we are nderested 1 tesling some
hypotheses about the population proportion (p).

Papulation Sample
Type A of Size n
Succass T A
Type B —} ;r:e
Failure =X
Type B
Recall:
o 1= Population proportion of clements of Type A in the

population
_noof elements of nipe A in the population
Toral no. af elements in the population

P =:‘: (N = population size)
» 1 =sample size
* X =no. ol elements of type 4 in the sample of size »,
o = Sample proportion elements of Type 4 in the sample
no. of elements of tipe A in the sample
no. of elementy m the sample

bt
il

N -
2= = (n=sample size=no, of ¢lements in the sample)

e {7 isa "good" point estimate for .
o Forlarge m, (# 230, np =5}, we have

)

Kang Siaud University 4 1B ? e, Absdullal Al-Shika
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Test Procedure:( Py is known number)

Hypothesis Hy:P =Py | Hg:P =P, HeiP 2P
— | HaPePpy | Ha'P 2Py HaP <Py
Test Statistic 7 P =Py i
(1.5:) ™ ) Jo = 1 —pn4
fﬁﬂa
Pors— . - n
Kejection
Eegivn{TL L}
& alz
Aldeptines
! Repion{ A R) al by —HI_-
i
.ﬁe:dhiﬁi-r Coofficient 'zl-:lﬂ ﬂ; zd.aqll Il-n. 'II-':
' Decision: Reject Hy [Accept H,) at the significant level a if : =
Aeject Hy f the =
fellowing conditon P I1-|:..l".| F- 9 2<-2sy
| satisfioi o 2=~ EH‘,I [ona —Sided Tast) [one = Sided Tast)
Example:

A researcher was interested in the proportion of females in the population
of all patients visiting a certain clinic. The researcher ¢laims that 70% of
all patients in this population are females. Would vou agree with this

claim il a random survey shows that 24 out of 45 patients are females”
Use a 0.10 level of significance.

Solulion:

p = Proportion of female in the population.
=45 (large)

X= no. ol female in the sample = 24

£ = proportion of females in the sample
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wls ‘1: . 0.5333
" L
Y
A= T = 0.7
ee=0.10
Hypotheses:
Hy:p=0.7 (p.=0.7)
['I,-‘:f.'l' 0.7

Level of significance:
a=0.10  1-a/2=1-0.10/2=0.95
L est Salistic (1.8.):
o PP
| Poll—pa)
Y »
0.3333-0.70
ORI
Y 45
Rejection Region of H, (R.R.):
Critical values: Z a2 " %0.95 =1.645

We reject H o If:

Z(test)> Z 0.95 or Z(test)<-Z 0.95

-2.44>1.645 or -2.44<-1.645

X v

Since one of the conditions is valid

From curve then,

Since Z(test)=-2.44 in R.R

R.R ¥ R.R Decision : Reject H
Decision : i 0.05 0
Z=-2.244
Reject Hy RE -Z1-02  Z1-a2 RA
of He ol Wy
= 1,645 1845

-Z1-0/2=-2095= _ 1 545
Decision:
Since 7= -2.44 eRejection Region of H, { LR}, we reject

[ sang Saud University d | .-l'-’ Dr. Abdutiah Al-Shiha
l—_.b“,_l
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He:p=0.7 and accept Hy:p 0.7 at a=0.1. Therefore, we do not
agree with the claim stating that 70% of the patients in this
population are females,

Example:

In a study on the fear of dental care in a certain eity, o
survey showed that 60 out of 200 adults said that they would
hesitate to take a dental appeintment due to fear. Test whether
the proportion of adults in this city who hesitate to take dental

appoiniment is less than 0.25. Use a level of significance of
0.025.
Solution:
p = Proportion of adults in the ¢ity who hesitate 1o
take a dental appoiniment,
= 200 (larae)
X=no. of adults who hesitate in the sample = 60
P = proportion of adults who hesitate in the sample
- A 60
P= "
pe=0.25
a=0.0235
Hypotheses:
H:p2 025 (p=0.25)
Hatpp <025 (research hypothesis)
Level ol signilicance:

o=0.025
Test Statistic (T.5.);
= P B W T
(21— ) (0.25)0.75)
1'|'I " | 200
Rejection Region of 1, (R.R.):
Critical value: Z1.q=Z0g75=1.96

Critical Region:
We reject H, if
Z<-Z1.q
1.633<-1.96  AcceptH (condition not satisfy)

Lﬁms saud University X @ [r. Abcullah Al-Shiha ]
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Another solution:
From curve :

Since Z(test)=1.633 in A.R

R 0.575
0 f AR Decision:
Al ot M Accept H

R 0

oty 2172 ==186 7-1 633 (in A.R)

Decision:

Since Z=1.633eAccepiance Region of H, (AR, we
accept (do not reject) Hy: p 2 0.25 and we reject Ha: p < 025 at
a=0.023. Therefore, we do not agree with claim stating thar the
proportion ol adults m this city who hesitate to take dental
appoimtment is less than (.25,

7.6 _Hypothesis Testing: The Difference Between Two
Papulation Proportions (p,=p:):

In this section, we are interested in tesling some
hypotheses about the difference between two population
proportions ().

151 Population

1-51 Random Sample

of szie =Ny
Type A
Others
independent
2 Random Sample
2-nd Population of szle =N Sampies
Type &
Others —_— CHhérs
na—':l'.

Suppose that we have two populations:
» .py = popuiation proportion of the 1-s1 population
* .p:= population proportion of the 2-nd population.
e We are interested in comparing py and p., or equivalently,
making inlerences about p— o,
* We independently select a random sample of size iy from

[ King Soud Universdty m B, Abdulinh Al-Shiba
I—.,‘u‘,—..l.
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the 1-st population and another random sample of size »-
from the 2-nd population:

e Let X; =no. of elements ol type 4 in the 1-s1 sample.
* Let Xa = no. of elements of type 4 in the 2-nd sample.

TR | ; .
* jy=— = the sample proportion of the |-st sample
"y

* iy = %:- = the sample proportion of the 2-nd sample
L
* The sampling distribution of f - p. is used to make
inferences about py= ps.
o For large iy and ny, we have
7 E‘J‘I'_Ir__fiit]__f_i’l — P23 N(D.1)

P14 Prd;
Vo "y

s g=l=p

(Approximately)

Hypotheses:

We choose one of the following situations:
(iy Hepi=p: against Hyp 2
(i) Hypyzp: against Hyop<mp
(iii) H,:p;<p: against Hy:pi>ps

or equivalently,
(i) Hopi=p2=0 against Hopr-paz0
(i) Hgpi—p:=0 against Hupp-m=0
(i) Hapi=p:=0 against Hypy-ps>0

Note, under the assumption of the equality of the two population
proportions (Hy: pi= pi= p), the pooled estimate of the common
proportion pis;

o A kX

hy +n, EQZIH‘”}
The test statistic (T.5.) is

[ King Soud University 150 De, Abdullah Al-Shika



3baya
Highlight

3baya
Highlight

3baya
Highlight

3baya
Highlight


F1— P2

= —=== =~N(0,1)
rq
n, 1y

Test Procedure: R

Hypothesis HyiPy - Pa= 0 Hat Py - Py <0 | Hy:Py-Py 20 \
Hﬁ: Pl-P!Fﬂ HA:F]_—F‘IJG | H,ﬁf.F"’_-F']{I:I
Test Suaristic Py — 1t ) . Xy t+Xxs
(1.5.) = , Pooled proportion: = ——
Pq,P4q Ry e
ny Mg
where g=1—7

_I.il.'j eclion H"‘x

RegnamiR.R) ;

b /2 a/2 % \
Aceepiance o . AR Wl N
' K =
Region{ AR} =7 o 31_:_“”‘ wfily —F
Rellability Coefficiant T OF Lagsa - e |
Degsiont Reject Hy {Accept H,) at the significant level a if ; ]
Reeject Hy if the | .
following condition | L7 Loz L+T3q L<-Lq
| satisfies ; R S {one - Sided Test) {one — Sided Test)
Example:

In & sudy sheut the obesity (everweight), o rescarcher was Inieresied in comparing the
proporton of obegity between males and femnles. The resesrchor hie abialned 5 random
sample of 150 males and another independent randon: sample of 200 females. The following

resulis were obtained from this study,

I n__ | Nember of abese peaple(X)
= Males I3 21
__ Females 200 4h

Can wi conclude from these data that there is adiffersnee betwien the propartion of obese

miles and proportion of ohese females?

Iz @ = 1L1I5 and assume that the two population proportions are equal.

Solution
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21 = population proportion of obese males
41 = population preportion of obese females
g = sample proportion of obese males

p,~ sample proportion of obese females

Males Femaules
n =150 m =200
Ki=2] Ar=44
. X, 121 . X, 48
= —= ---—-=1'.||n= g el =—'_=‘.]|Eq
Y P ny 200

The pooled estimate of the common proportion p is:
X £X, _ 21+48

notm, S0z
Hypotheses:
Hy: p = pa
Hatpy & ps
or
He: py = pa =0

['-i-.-\:PI = ES ﬂ
Level of sigmificance: =005  1-a/2=1-0.05/2=0.975
Test Statistic (T.S.):

Z=— {'L_L - P_} = _ (0,14 -0.24) R
J.ﬂll =P PUZF) 0T8T 0803 0197 <0803
n, iy Vo 150 711

Rejection Region (R.R) of H,:
Critical values:
Z1-a2 =2 g75 =1.96

Critical region:
Reject Hy il Z<-196 or Z>1.96
test test

-2.328<-1.96

4

Decision: Reject H o (Since one of the conditions satisfied)

Lhi:ng Saud Lniversity m Dr. Abdullnh Al-Shih J
_l-.-w._l:
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Another solution:

From curve
R.R ' R.R Since Z(test) in R.R
0.025 0.025 .
7=.2.328 DeC|S|on.Reject y
in R.R 0
( _ ) Eﬁh'z 1-a/2 Zraz FRE
Reject H 0 .86 1.8 Ho

Decision:

Since L= <2328 eR.R., we reject H,: p; = p» and accept
Ha: py # pr at a=005, Therefore, we conclude that there is a
difference between the proportion of obese males and the
proportion of obese females. Additionally, since, p =014 <
P =024 we may conclude that the proportion of obesity for
fernales is larger than that for males.

King Saud University d 152 .L-: Drr. Abdulish Al-Shiho ]
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