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Outline of the course 
 

Course Code & No: STAT 109 

Course Name Biostatistics 

Credits: 2 (2+0) 

Pre-requisite: None 
 

Instructor: Sana Abunasrah, Office :3rd floor ,3A03,Building 25 

Email: Sabunasrah@ksu.edu.sa 
 

Week Title 

W1 Introduction to bio-statistics (1.1-1.4). 

W2 Types of data and graphical representation (1.1-1.4). 

W3 
Descriptive statistics: measures of Central tendency- mean, median, mode (2.1 -2 .6 Excluding stem plot 
percentiles). 

W4 
Measures of dispersion-range, standard deviation, coefficient of variation (2.1 - 2.6 Excluding stem plot 
percentiles). 

W5 Calculating measures from an ungrouped frequency table (2.1 - 2.6 Excluding stem plot percentiles). 

W6 Basic probability, conditional probability, concept of independence, sensitivity, specificity (3.1 -3.6). 

W7 Bayes theorem for predictive probabilities (3.1-3.6). 

 
     First Midterm ( 30%- Sections 1.1 – 3.6 ) 

W8 Some discrete probability distributions: cumulative probability (4.1-4.4). 

W9 Binomial and Poisson -their mean and variance (4.1 - 4.4 Excluding the use of binomial and Poisson tables). 

W10 Continuous probability distributions: Normal distribution (4.5 - 4.8). 

W11 Standard normal distribution and t-distributions (4.5-4.8). 

W12 
Sampling with and without replacement, sampling distribution of one and two sample means and one and 
two proportions (5.1 - 5.7 Excluding sampling without replacement). 

 
 

Second Midterm ( 30% - Sections 4.5 – 5.7) 

W13 
Statistical inference: Point and interval estimation, Type of errors, Concept of P-value (6.2 - 6.6, 7.1 - 7.6 
Excluding variances not equal page 181-182). 

W14 
Testing hypothesis about one and two samples means and proportions including paired data – different cases 
under normality. (6.2 -6.6, 7.1 - 7.6, Excluding variances not equal page 181-182). 

Final Exam (40% - chapter 6 & 7) 

 

Course Delivery Lectures 

 
Grading Policy 

First Midterm:. 1: 30 Marks (1.5 hours) 

Second Midterm  :30 Marks (1.5 hours) 

Final exam :40 Marks (2 hours) 

Text Book Foundations of Biostatistics by Islam, M. Ataharul, Al-Shiha, Abdullah 
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Marking scheme: 

 Mid1 exam : 30% ( 1.5 hours) 

Mid2 exam : 30% ( 1.5 hours) 

Final exam : 40% ( 2 hours) 

 
Notes: 

1. This course is a coordinated course taught by several professors. The 

exams are common for all sections. Dates of the exams will be announced 

in two weeks in-sha-Allah. Exam dates will not be changed once they have 

been fixed. 

2. Attendance is important. Latecomers will be marked absent. Students 

missing more than 25% of the lectures will be deprived of sitting the final 

exam. 

 
Further References: 

3. Bernard Rosner. Fundamentals of Biostatistics. 

4. Pagano, Gauvreau. Principles of Biostatistics, 2nd edition. 
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CHAPTER 1: Getting Acquainted with Biostatistics 
 
1.1 Introduction:

 

1)  How to organize, summarize, and describe data. 
(Descriptive Statistics) 

2)  How to reach decisions about a large body of data by 
examine only a small part of the data. 
(Inferential Statistics) 

   

  

  
 

 

 

 

 
Biostatistics:

  

When the data is obtained from the biological 
 sciences and medicine, we use the term "biostatistics". 
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1.2 Some Basic Concepts: 

 

  

          

         

  Data:  Data is the raw material of statistics. 

            there are two types of data:

         (1) Quantitative data (numbers: weights, ages, …).

         (2) Qualitative data (words: nationalities, occupations, …). 

Statistics: (1) Collection, organization, summarization, 
             and analysis of data. (Descriptive Statistics) 

                 (2) Drawing of inferences and conclusions about 
                           a body of data (population) when only a part of 
                           the data  (sample) is observed. (Inferential 

Statistics) 



Sources of Data:  

1. Routinely kept records.  

2. Surveys.  

3. Experiments.  

4. External sources.  (Published reports, data bank, …)  

Population:  

- A population = the largest collection of entities (elements  

or individuals) in which we are interested at a particular  

time and about which we want to draw some conclusions.  

- When we take a measurement of some variable on each of  

the entities in a population, we generate a population of  

values of that variable.  

Population Size ( N ):  

The number of elements in the population is called the population size 

and is denoted by N.  

 

Sample: 

- A sample is a part of a population.  

- From the population, we select various elements on which  

we collect our data. This part of the population on which we  

collect data is called the sample.  

Sample Size ( n ):  

The number of elements in the sample is called the sample size and is 

denoted by n.  

 

Example: Suppose that we are interested in the weights of students 

enrolled in the college of engineering at KSU. If we are randomly 

select 50 students from engineering college at KSU and measure their 

weights.  Identify the population and the sample in the study? 

The population consists of the weights of all of these  students,  and 

our variable of interest is the weight.  

The weights of these 50 students forms a sample.      
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Variables:  

The characteristic to be measured on the elements is called 
variable. The value of the variable varies from element to 
element.  
Example of Variables: 

(1) No. of patients (2) Height 
(3) Sex   (4) Educational Level 

 Types of Variables

1) Quantitative Variables: 
A quantitative variable is a characteristic that can be 

measured. The values of a quantitative variable are numbers 
indicating how much or how many of something. 
Examples:  

(i) Family Size  (ii) No. of patients 
(iii) Weight  (iv) height  

(a) Discrete Variables: 
There are jumps or gaps between the values. 
Examples: - Family size (x = 1, 2, 3, … ) 

- Number of patients (x = 0, 1, 2, 3, … )  
(b) Continuous Variables: 

There are no gaps between the values. 
A continuous variable can have any value within a certain 
interval of values. 
Examples: - Height (140 < x < 190) 

   - Blood sugar level (10 < x < 15) 
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3baya
Typewriter
- hemoglobin level (g\dl)



- Blood type 
 - Nationality 

- Students Grades 
- Educational level   

(a) Nominal Qualitative Variables: 
A nominal variable classifies the observations into various 
mutually exclusive and collectively non-ranked categories.

Examples: - Blood type (O, AB, A, B) 
- Nationality (Saudi, Egyptian, British, …) 
- Sex (male, female) 

 
(b) Ordinal Qualitative Variables: 

An ordinal variable classifies the observations into various 
mutually exclusive and collectively ranked categories. 
The values of an ordinal variable are categories that can be 

 
Examples: 

- Educational level (elementary, intermediate, …) 
- Students grade (A, B, C, D, F) 
- Military rank 
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2) Qualitative Variables: 
The values of a qualitative variable are words or attributes 
indicating to which category an element belong. 
Examples:  

ordered

3baya
Typewriter
- Blood pressure level (high- normal- low)

3baya
Text Box
is a characteristic that can be measured. The values of a quantitative variable are numbers

3baya
Text Box
The values of a qualitative variable are words or attributes indicating to which category an element belong.

3baya
Typewriter
time
Blood sugar level (11<X<15)
hemoglobin level (g\dl)


3baya
Typewriter
Nationality

3baya
Typewriter
Educational level
blood pressur level (high-normal-low)

3baya
Typewriter
 can be ordered

3baya
Typewriter
non-ranked categories
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) is selected from a population of size 
(  ) in such a way that each element in the population has the 
same chance to be selected, the sample is called a simple 
random sample. 
 
(2) Stratified Random Sampling:

In this type of sampling, the elements of the population are 
classified into several homogenous groups (strata). From each 
group, an independent simple random sample is drawn. The 
sample resulting from combining these samples is called a 
stratified random Sample. 

(1) Simple Random Sampling: 
If a sample of size (n

 
 

 
1.4 Sampling and Statistical Inference: 

N

bayan
Typewriter
Note:  Explanation of (level) in the variables 

bayan
Typewriter
 

bayan
Typewriter
- blood pressure level:  ordinal qualitative variable

- blood sugar level(10< x <15): continuous quantitative variable  

- hemoglobin level (g\dl): continuous quantitative variable

3baya
Rubber Stamp



Study of the

CHAPTER 2: Strategies for Understanding the Meaning of 
Data: 

 
2.1 Introduction: 

In this chapter, we learn several techniques for organizing and 
summarizing data so that we may more easily determine what 
information they contain. Summarization techniques involve: 
- frequency distributions 
- descriptive measures 

 
2.2 The Ordered Array: 
A first step in organizing data is the preparation of an 
ordered array. 
An ordered array is a listing of the values in order of 
magnitude from the smallest to the largest value. 

Example: 
Ages of subjects who participate in a study on smoking cessation: 

55   46   58   54   52   69   40   65   53   58 
The ordered array is: 

40   46   52   53   54   55   58   58   65   69 
 
2.3 Grouped Data: The Frequency Distribution: 

To group a set of observations, we select a suitable set of 
contiguous, non-overlapping intervals such that each value in 
the set of observations can be placed in one, and only one, of the 
intervals. These intervals are called "class intervals". 
 
Example:  hemoglobin level (g/dl) of a 

sample of 50 men. 

17.0      17.7      15.9      15.2      16.2      17.1      15.7      17.3      13.5      16.3 
14.6      15.8      15.3      16.4      13.7      16.2      16.4      16.1      17.0      15.9 
14.0      16.2      16.4      14.9      17.8      16.1      15.5      18.3      15.8      16.7 
15.9      15.3      13.9      16.8      15.9      16.3      17.4      15.0      17.5      16.1 
14.2      16.1      15.7      15.1      17.4      16.5      14.4      16.3      17.3      15.8   
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Class intervals: 13.0 – 13.9 , 14.0 – 14.9  , 15.0 – 15.9  , 
 16.0 – 16.9 , 17.0 – 17.9  , 18.0 – 18.9 

Variable = X = hemoglobin level (continuous, quantitative) 
Sample size = n = 50 

Max= 18.3 Min= 13.5 

 Class Interval Tally Frequency 
13.0 – 13.9 
14.0 – 14.9 
15.0 – 15.9 
16.0 – 16.9 
17.0 – 17.9 
18.0 – 18.9 

||| 
||||  
||||  ||||  ||||  
||||  ||||  ||||  |      
||||  ||||  
| 

3 
5 

15 
16 
10 
1 

 The grouped frequency distribution for the hemoglobin level of 
the 50 men is: 

Class Interval 
(Hemoglobin level)

Frequency 
(no. of men)

13.0 – 13.9 
14.0 – 14.9 
15.0 – 15.9 
16.0 – 16.9 
17.0 – 17.9 
18.0 – 18.9 

3 
5 

15 
16 
10 
1 

Total n=50 
 
Notes: 
1. Minimum value ∈ first interval. 
2. Maximum value ∈ last interval. 
3. The intervals are not overlapped. 
4. Each value belongs to one, and only one, interval. 
5. Total of the frequencies = the sample size = n  
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bayan
Text Box
what is the variable?
what is the type of variable ? 

what is the sample size ?
 you will probably face missing value in the Frq ?  if i remove 10 
 how can i find missing value ?




Mid-Points of Class Intervals: 

 Mid-point  =    
2

limitlower limit  upper +
  

 
True Class Intervals: 
• d = gap between class intervals 
• d = lower limit – upper limit of the preceding class interval 
• true upper limit = upper limit +d/2 
• true lower limit = lower limit - d/2 

 
Class Interval True Class Interval Mid-point Frequency 

13.0 – 13.9 
14.0 – 14.9 
15.0 – 15.9 
16.0 – 16.9 
17.0 – 17.9 
18.0 – 18.9 

12.95 - 13.95 
13.95 - 14.95 
14.95 - 15.95 
15.95 - 16.95 
16.95 - 17.95 
17.95 – 18.95 

13.45 
14.45 
15.45 
16.45 
17.45 
18.45 

  3 
  5 
15 
16 
10 
  1 

 

For example: Mid-point of the 1st interval = (13.0+13.9)/2 = 13.45 
      Mid-point of the last interval = (18.0+18.9)/2 = 18.45 

 
Note: 
(1) Mid-point of a class interval is considered as a typical 
(approximated) value for all values in that class interval.  
For example: approximately we may say that: 

there are 3 observations with the value of 13.45 
there are 5 observations with the value of 14.45 

     : 
there are 1 observation  with the value of 18.45  

(2) There are no gaps between true class intervals. The end-
point (true upper limit) of each true class interval equals to the 
start-point (true lower limit) of the following true class interval. 
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bayan
Sticky Note
Width of the interval: 
First Method:
W =  Mid point -Mid point of the previous interval
W= Lower limit- Lower limit of the previous interval.

second method:
W=True upper limit- True lower limit






3baya
Highlight

3baya
Highlight

3baya
Text Box
(12.95+13.95)/2=13.45



Cumulative frequency: 
Cumulative frequency of the 1st  class interval

Cumulative frequency of a class interval = frequency + cumulative 
frequency of the preceding    class interval 

 
Relative frequency and Percentage frequency: 

Relative frequency = frequency/n 
Percentage frequency = Relative frequency × 100% 

 
Class 

Interval 
Frequency Cumulative

Frequency 
Relative 

Frequency
Cumulative

Relative 
Frequency 

Percentage 
Frequency 

Cumulative
Percentage 
Frequency 

13.0 – 13.9 
14.0 – 14.9 
15.0 – 15.9 
16.0 – 16.9 
17.0 – 17.9 
18.0 – 18.9 

  3 
  5 
15 
16 
10 
  1 

3 
8 
23 
39 
49 
50 

0.06 
0.10 
0.30 
0.32 
0.20 
0.02 

0.06 
0.16 
0.46 
0.78 
0.98 
1.00 

6% 
10% 
30% 
32% 
20% 
2% 

6% 
16% 
46% 
78% 
98% 
100% 

 
From frequencies: 
The number of people whose hemoglobin levels are between 
17.0 and 17.9 = 10 
 From cumulative frequencies: 
The number of people whose hemoglobin levels are less than or

 equal to 15.9 = 23 
The number of people whose hemoglobin levels are less than or equal to 17.9 = 49 

 From percentage frequencies: 
The percentage of people whose hemoglobin levels are between 
17.0 and 17.9 = 20% 
 
From cumulative percentage frequencies: 
The percentage of people whose hemoglobin levels are less than 
or equal to 14.9 = 16% 

 
 

The percentage of people whose hemoglobin levels are less than 
or equal to 16.9 = 78% 
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= frequency. 

3baya
Text Box
n=50

3baya
Highlight

3baya
Text Box
total =1

3baya
Highlight

3baya
Text Box
total = 100%

3baya
Highlight

3baya
Highlight

3baya
Highlight

3baya
Highlight

3baya
Highlight

3baya
Pencil

3baya
Pencil

3baya
Text Box
The percentage of people whose hemoglobin levels are less than 14.0 = 6%


The percentage of people whose hemoglobin levels are more than 16.9 =  22%
The percentage of people whose hemoglobin levels are more than or equal 16=  54%



 
Displaying Grouped Frequency Distributions: 
For representing frequencies , we may use one of the 
following graphs: •

 
The Histogram 

•
 

The Frequency Polygon 

Example: Frequency distribution of the ages of 100
 

women. 
True Class Interval 

(age) 
Frequency 

(No. of women)
Cumulative
Frequency 

Mid-points

14.5 - 19.5 
19.5 - 24.5 
24.5 - 29.5 
29.5 - 34.5 
34.5 - 39.5 
39.5 - 44.5 

8 
16 
32 
28 
12 
4 

8 
24 
56 
84 
96 
100 

17 
22 
27 
32 
37 
42 

Total n=100   

Width of the interval: 
       W =true upper limit – true lower limit = 19.5 − 14.5 = 5   
 
(1) Histogram:       Organizing and Displaying Data using Histogram: 
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3baya
Text Box
 frequency 
or 
percentage frequency
or 
relative frequency 


bayan
Text Box
Mid-points & Class interval &
True Class

bayan
Text Box
   W= lower limit - lower limit of the preceding interval 

bayan
Text Box
True Class Interval >>
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(2) Frequency Polygon:       Organizing and Displaying Data using Polygon: 

 
Polygon (Open) 

 

 

Polygon (Closed) 

 

 
 

 

 
 

3baya
Pencil

3baya
Pencil

3baya
Text Box
To calculate width :
First method:
width = W= lower limit- lower limit of the previous interval
width =W= Mid point - Mid point of the previous interval.

Second method: 
W=True upper limit - True lower limit 




bayan
Text Box
first Mid point - W
17- 5= 12

bayan
Text Box
last Mid point + W
42+ 5= 47
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2.4 Descriptive Statistics: Measures of Central Tendency: 

• Measures of Central Tendency (or location) 
 Mean ;  Mode ;  Median 

• Measures of Dispersion (or Variation) 

 Range ; Variance ; Standard Deviation ; Coefficient of Variation 

We introduce the concept of summari zation of the data by means of 
a single number called "a descriptive measure". 

 
A descriptive measure computed from the values of a 

sample is called a "statistic". 
 
A descriptive measure computed from the values of a 

population is called a "parameter". 



 
For the variable of interest there are: 
(1) "N" population values. 
(2) "n" sample of values. 

 

•
 

Let NXX ,,, 21 K  be the population values (in general, 
they are unknown) of the

 
variable

 
of

 
i

X
nterest.

 

K  . 

K

    The population size = N
 

 

•
 

Let   be the sample values (these values are
 

known). 
nxxx ,,, 21 K

    The sample size = n.  

(i)

 

A parameter is a measure (or number) obtained from the 
population values: , N21

-

 

Values of the parameters are unknown in general. 
XXX ,,

-

 

We are interested to know true values of the parameters. 
 

(ii)

 

A statistic is a measure (or number) obtained from the 
sample values:  . n21

-

 

Values of statistics are known in general. 
xxx ,,,

-

 

Since parameters are unknown, statistics are used to 
approximate (estimate) parameters. 
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Measures of Central Tendency (or measures of location): 
The most commonly used measures of central tendency are:

 the mean – the median – the mode. 
•

 
The values of a variable often tend to be concentrated

 around the center of the data. 
•

 
The center of the data

 
can be determined by the 

measures of central tendency. 
•

 
A measure of central tendency is considered to be a 
typical (or a representative) value of the set of data as a whole. 

 Mean:
 

(1) The Population mean (µ ): 
If   are the population values, then the 
population mean is: 

NXXX ,,, 21 K

N

X

N
XXX i

i∑
N

N =

 The population mean 

=
+++

= 121 L
µ   (unit) 

µ  is a parameter  (it is usually 
r e interested to know its value) 

 
The Sample mean 

unknown , and  we  a

(2) ( x ): 
If  are  th he sa mple mean is: nxxx ,,, 21 K e  sam le  values, then t

n

x

n
xx

x i
i

n
∑
n

x =   (unit) =
+++

= 121 L

•  The sample mean  is a statistic (it is known – we can x
calculate it from the sample).  

•   The sample mean   is  used  to  approximate (estimate) x
the population mean µ .  
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.27,22,35,30,41 54321 ===== XXXXX   (N=5) 

ly select a sample of size :Suppose that we random
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.27,35,30 321 =x == xx    (n=3) 

The population mean is: 31
5

1552722353041
==

5
++++

=µ  (unit) 

The sample mean is: 
67.30

33
==

92273530 ++
=x    (unit) 

 is approximately equals to Notice that 67.30=x 31=µ . 
 
Note: The unit of the mean is the same as the unit of the data. 

 
Adva disadvantages of the mean: 

Ad
 The  mean  is  easily understood and easy to 

•   for  a  given  

ean  takes  into nt  all  values  o ta. 
Disad tag

•  trem nce  on  th .  Therefore, 

For example: 
Data  mean 

ntages and 
vantages: 

•  Simplicity:
compute. 
Uniqueness: There is one and only  one  mean
set  of  data.  

•  The  m  accou f  the  da
van es:  

Ex e  values have an influe e  mean
the mean may be distorted by extreme values. 

Sample  
A 2   4    5    7     7    10 5.83 
B 2   4    5    7     7    100 20.83 

•  The mean can only be found for quantitative variables.  

Median:   numbers is that value which 
rdered arra

The median of a finite set of
divides the o y into two equal parts. The numbers in 
the f e median and the 
numb an or equal to the 

irst part are less than or equal to th
ers in the second part are greater th

 
 

Example:   Suppose that we have a population  of  5  n  values:  populatio

3baya
Highlight
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edian. m

 
Notice that: 

50% (or less) of the data is  ≤  Me ian 
50% (or less) of the data is  ≥  Median 

 
Calcu

Let   be the sample values. The sample size 
(n)

 order the sample to obtain the ordered array. 
• Suppose that the ordered array is: 

 
•

d

lating the Median: 
nxxx ,,, 21 K

 can be odd or even. 
• First we

nyyy ,,, 21 K

 We compute the rank of the middle value (s): 

2
1+

=
nrank  

 
• If the sample size (n) is an odd number, there is only one 

value in the middle, and the rank will be an integer: 
mrank =

n +
=

2       (m is integer) 

The median is the middle v

1

alue of eth  ordered observations, 
which is: 

Median =  . 
 

my

 

 
 

bayan
Rectangle
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 sample size (n) is an even number, there are two 
ddle, and the rank will be an integer plus 

• If the
values in the mi
0.5: 

5.0
2
+

=
nrank 1

+= m  

Therefore, the ranks of the middle values are (m) and (m+1). 
s he m  (a ge) of the two middle values of 

the ordered 
The median i  t ean vera

observations: 

Median =  2
1+m+m yy

. 

 

 
 
Example (odd number):  
Find the median for the sample values: 10, 54, 21, 38, 53. 
Solution: There is only one val.n = 5  (odd number) ue in the middle. 

2
1+

=
n

2
15 +rank  = = 3. ) 

O 38 
e value) 

53 54 

    (m=3

rdered set       →  10 21 
(middl

Rank (or order)  1 2 3 (= m) 4 5 →

The median =38  (unit) 
 
Example (even number):   
Find the median for the sample values: 10, 35, 41, 16, 20, 32 
So .n = 6  (even number) Thlution: ere are two values in the middle. 

 
 

2
16

2
1 +
=

+
=

nrank  = 3.5 = 3 + 0.5 = m+0.5     (m=3) 

bayan
Rectangle

bayan
Rectangle

bayan
Rectangle

bayan
Rectangle



fore, the ranks of theThere  middle values are: 
.m = 3  and   m+1 = 4 

Ordered set        10 20 32 41 16  35 →

Rank (o rde 3 
) 

4 
(m+1)

5 6 r o r) → 1 2 
(m

The middle values are 20 and 32. 
Th

 
 21 

e median = 26523220
==

+
=  (unit) 
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Not :

 
dvantages and disadvantages of the median: 

ages: 

treme values 
as is the mean. (i.e., the median is not affected too much 

treme values). 
For exam

Data median 

e  The unit of the median is the same as the unit of the data. 

A
Advant

• Simplicity: The median is easily understood and easy to 
compute. 

• Uniqueness: There is only one median for a given set of 
data. 

• The median is not as drastically affected by ex

by ex
ple: 

Sample 
A 9   4    5    9     2    10 7 
B 9   4    5    9     2    100 7 

D
t tak nt a alues of the 

n ca u antitative 
variables. However, in some cases, the median can be 

isadvantages: 
• The median does no e into accou ll v

sample. 
• In general, the media n only be fo nd for qu

found for ordinal qualitative variables. 

 
Mode:

The mode of a set of values is that value which occurs most 
frequently (i.e., with the highest frequency). 

 
 

bayan
Text Box
 with odd sample size

bayan
Rectangle

3baya
Highlight

3baya
Highlight
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• s are different or have the same frequencies, If all value
there will be no mode. 
A set of data may have more than one mode. •  

Ex
Data set Type M ) 

ample: 
ode(s

26, 2 25, antitative  5,  34 Qu 25
3, 7, , 6, titative No mode  12  19 Quan
3, 3, 7, 7, 12, 12, 6, 6, 19, 19 Quantitative No mode 
3, 3, Quantitative 3 and 8  12, 6, 8, 8 
B  C  A  B  B  B  C  B  B Qualitative B 
B  C  A  B  A  B  C  A  C  Qualitative No mode 
B  C  B and C   A  B  B  C  B  C  C Qualitative

 
Note: The unit of the mode is the same as the unit of the data. 

 
Ad

is easily understood and easy to 

Data Mode 

vantages and disadvantages of the mode: 
Advantages: 

• Simplicity: the mode 
compute.. 

• The mode is not as drastically affected by extreme values 
as is the mean. (i.e., the mode is not affected too much by 
extreme values). 
For example: 
Sample 

A 7   4    5    7     2    10 7 
B 7   4    5    7     2    100 7 

• The mode may be found for both quantitative and 
qualitative variables. 

Di
• ode is not a “good” easure of location, because it 

depends on a few values of a. 
• The mode does not take into account all values of the 

sample. 
• There might be no mode for a data set. 
• There might be more than one mode for a data set.  

sadvantages: 
The m m

 the dat
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2.6 Descriptive Statistics: Measures of Dispersion 
(Measures of Variation):    

The dispersion (variation) of a set of observations refers to 
the variety that they exhibit. A measure of dispersion conveys 
information regarding the amount of variability present in a set 
of data. There are several measures of dispersion, some of which 
are: Range, Variance, Standard Deviation, and Coefficient of 
Variation. 

The variation or dispersion in a set of values refers to how 
pread out the values is from each other. 

ersion (variation) is small when the values are 
s

• The disp
close together. 

• There is no dispersion (no variation) if the values are the 
same. 

 
 

 
 

 The Range:  

the smallest value (Min). 

Exam
Fin

The Range is the difference between the largest value 
(Max) and 

Range (R) = Max − Min 
ple: 

d the range for the sample values:  26, 25, 35, 27, 29, 29. 
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Solut

R) = 35 − 25 = 10  (unit) 

. 
a g a poor 

a nt two 
it plays a significant role in many 

 

ion: 
.max = 35 
.min = 25 
Range (

 
Notes: 
1. The unit of the range is the same as the unit of the data
2. The usefulness of the r nge is limited. The ran e is 
measure of the dispersion because it only takes into ccou
of the values; however, 
applications.  

The Variance:  
The variance is one of the most important measures of 

dispersion. 
The variance is a measure that uses the mean as a point of 

reference. 
• The variance of the data is small when the observations are 

close to the mean. 
• The variance of the data is large when the observations are 

spread out from the mean. 
• The variance of the data is zero (no variation) when all 

observations have the same value (concentrated at the 
mean). 

e sample mean: 
nd 

 
Deviations of sample values from th
Let xxx ,,, K  be the sample values, a xn21   be the sample 

The deviation of the value  from the sample mean 
mean. 

ix x  is: 
xxi −  

The squared deviation is: 
2)( xxi −  

The sum of squared deviations is: 

 
 

∑
=

−
n

i
i xx

1

2)(  
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h o owing graph shows the squared deviations of the values T e f ll
from their mean: 

 

 
(1) iance σ2 : 
(Vari
Le  be the population values. The population 
variance (σ

The Population Var
ance computed from the population) 

t K XXX ,,, 21 N
2) is defined by: 

( )
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( ) ( ) ( ) 2
22

2
2

1

N
XXX N µµµ −++−+−= L

 
1 )(unit

N

N

i
i µ∑

=

e, 

2X −
2σ =

N

X
N

i
i∑

== 1µwher  is the population mean, and  is the population size. 

 Notes:  • 2σ  is a parameter because it is obtained from the 
population values (it is unknown in general). 

• 02 ≥σ  
 
(2) The Sample Variance S2: 

Let S2) is 
defined by: 

(Variance computed from the sample) 
nx  be the sample values. The sample variance (xx ,,, 21 K

 
 

N

bayan
Text Box
"Sigma Square"



(practical formula)

2
2

() u
2

2 )x2
1

2

2

)
1

(()
1

)(

nitxxxx
n

xx
S

n

n

i
1i

(x
n −

−+++−
−

−∑

−
=

= =

L  

where  
n

x
x

n

i
i∑

== 1  is the sample mean, and (n) is the sample size. 

N •
 

S2 is a statistic because it is obtained from the sample 
n).

 

•
 

otes: 
values (it is know
S2 is used to approximate (estimate)

 
2σ . 

•
 

02 ≥S
 

•
 

02 =S
 
⇔    all observation

 
have

 
the

 
same

 
value

 

 
Ex

he sample variance of the following 
ample values: 10, 21, 33, 53, 54.  

=5 

⇔
 

there is no dispersion (no variation)
 

ample:   
We want to compute t

s
Solution: n

2.34
5

171
5

5453332110
5

5

∑∑ i

n

i xx
1 ==

+++
==  +1 == = ii

n
x
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( ) ( )

151
1

−
=

−
=i

i

n   
2.34

5
22

−∑
n

xx
12

−
=
∑
=i

ix
S

( ) ( ) ( ) ( ) ( )

 (unit)7.376
4

8.1506
4

2=

=
2.34542.34532.34 222

=

−+−+

An

332.34212.3410 22
2 −+−+−S

other Method for calculating sample variance: 
 x  i ( ) ( )2.34−=− xxx ( ) ( )22

2.34−=− xxx  ii ii

10 -24.2 585.64 
21 -13.2 174.24 

 
 

1
1

22

−

−
=
∑
=

n

xnx
n

i
i



 ix  ( ) ( )2.34−=− ii xxx ( ) ( )22
2.34−=− ii xxx  

33 -1.2 1.44 
53 18.8 353.  44
54 19.8 392.04 
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∑
=

=
1

171
i

ix  
5 ( )5 ( )∑

=
=−

1
0

i
i xx  ∑ =− 8.1506xxi  2

2.4   an3
55

5

====
∑
=ix d 1711

ix
7.376S  

 
eviation:

4
8.1506
===2

Standard D  
 The variance represents squared units, therefore, is not 

measure  dispersion when we wish t he 
co

• rd deviation is another measure of dispersion. 

• 

on standard deviation is:  

appropriate of o express t
ncept of dispersion in terms of the original unit. 

The standa
• The standard deviation is the square root of the variance. 

The standard deviation is expressed in the original unit of 
the data. 

 
(1) Populati 2σσ =   (unit) 

tandard  is:
 
(2) Sample s deviation  2S=  S (unit) 

1

)(
1

2

−

−
=
∑
=

n

xx
S

n

i
i

 

Example:  
For the previous example, the sample standard deviation is 
  41.197.3762 === SS  (unit) 
 
Coefficient of Variation (C.V.):     

• The variance and the standard deviation are useful as 
measures of variation of the values of a single variable for 
a single population. 

• If we want to compare the variation of two variables we 
cannot use the variance or the standard deviation because: 
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1. The variables might have different units. 

• We need a measure of the relative variation
2. The variables might have different means. 

 that will not 
ther the units or on how large the values are. 

re is the coefficient of variation (C.V.). 
y:   

C.V. =  

depend on ei
This measu

• The coefficient of variation is defined b

%100×
S
x  

ess). 
o sets of data (i.e., to 

deviation 

• The C.V. is free of unit (unit-l
• To compare the variability of tw

determine which set is more variable), we need to 
calculate the following quantities: 

 Mean Standard C.V. 

1x  1S  
%100.1  data set st

1x
1

1
SVC =  

2nd data set 2x  S  2 %100.
2

2
2 x

SVC =  

• 

th  1  data set is larger than the 
relative variability of the 2  data set if  C.V1> C.V2 (and 

rsa). 
 
Ex p
Su ose we

st data set:  

The data set with the larger value of CV has larger 
variation. 

• The relative variability of e st

nd

vice ve

am le:  
pp  have two data sets: 

1 =1x 66 kg,  =1S  4.5 kg 

%8.6%100*
661

 
2

5.4. ==⇒ VC  

ta set: nd da =2x 36 kg,  =2S  4.5 kg 

%5.12%100*
36

5.4. =⇒ VC 2 =  

ariability of the 2nd data set is 
larger tha e 1st data set. 
Since 12 .. VCVC > , the relative v

n the relative variability of th
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If we use  the variability of the 
o data o gly conclude that the two data sets 

have the same variability because 
sets is 4.5 
 

the standard deviation to compare
tw sets, we will wr n

the standard deviation of both 
kg.   

 

 
 



                           Descriptive statistics 
                                                Measures of  

 
 
 

 
 

 
 

 
 
 
 

 
Population:  
𝑋!,𝑋!,… ,𝑋! 
A descriptive measure computed from the values of a population is called a "parameter” ��� 
Sample:  
𝑥!, 𝑥!,… , 𝑥! 
A descriptive measure computed from the values of a sample is called a "statistics” 

 

 

 Population Sample 

Size N n 

Mean 
𝜇 =

𝑋!!
!!!

𝑁  𝑥 =
𝑥!!

!!!

𝑛  

Variance 
𝜎! =

(𝑋! − 𝜇)!!
!!!

𝑁 , 𝜎! ≥ 0 𝑆! =
(𝑥! − 𝑥)!!

!!!

𝑛 − 1 , 𝑆! ≥ 0 

Standard 
deviation 

𝜎 = 𝜎!,        𝜎 ≥ 0 𝑆 = 𝑆!,        𝑆 ≥ 0 

 

 

Central tendency or ( location) 
• Mean (unit) 
• Median (unit) 
• Mode (unit) 

	
  

Dispersion  or ( Variation) 
• Range (unit) 
• Variance = (𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑  𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛)!        (𝑢𝑛𝑖𝑡)! 
• Standard deviation =√𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒        (unit) 
• Coefficient of variation  C.V. = !

!̅
×100       (unit-less) 
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Chapter 3: Probability The Basis of Statistical Inference
 

 
 
3.1 Introduction 
3.2 Probability 
.3 Elementary Properties of Probability

i of an Event 

Probability:

3  
3.4 Calculating the Probabil ty 
 
General Definitions and Concepts: 
 

  
Probability is a measure (or number) used to measure the 

chance of the occurrence of some event. This number is between 
0 and 1. 
 
An Experiment:  

An experiment is some procedure (or process) that we do. 

Sample Space:
 

 
The sample space of an experiment is the set of all 

possible outcomes of an experiment. Also, it is called the 
universal set, and is denoted by Ω . 
 
An Event:  

Any subset of the sample space Ω  is called an event. 
•   is an event     (impΩ⊆φ ossible event) 
• vent) 

 
Example:  Selecting a ball from a box containing 6 balls numbered
 from 1 to 6 and observing the number on the selected ball. 

This experiment has 6 possible outcomes. 
 sa le space is:  

Ω⊆   is an event     (sure eΩ

 { }6,5,4,3,2,1=ΩThe mp . 
Consider th

getting an even number 
e following events: 

=1E { } Ω⊆= 6,4,2    
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  getting a number less than 4 =2E { } Ω⊆= 3,2,1    
 getting 1 or 3  =3E  { } Ω⊆= 3,1  

 r=4E  getting an odd numbe { } Ω⊆= 5,3,1   
 getting a negative number { } Ω⊆== φ   

getting a number less than 10
=5E  

{ } E  Ω⊆Ω== 6,5,4,3,2,1=6   
 
Notation: ( ) =Ωn no. of outcomes (elements) in Ω  
  no. of outcomes (elements) in the event ( ) =En E  
 
Equally Likely Outcomes:  

The outcomes of an experiment are equally likely if the 
outcomes have the same chance of occurrence. 
 
Probability of An Event: 

If the experiment has )(Ωn  equally likely outcomes, then 
the probability of the event E is denoted by P(E) and is defined 
by: 

( ) ( )
( ) Ω

=
Ω

=
inoutcomesofno

Einoutcomesofno
n

EnEP
.
.

 

Example:   
In the ball experiment in the previous example, suppose 

the ball is selected at random. Determine the probabilities of the 

getting an even number   
  getting a number less than 4   

getting 1 or 3   
n: 

following events: 
=1E
=2E

 =3E  
Solutio

 

}{ ( )
{ } ( )

) 3
3;6,4,2
6;6,5,4,3,2,1

11

=
==

{ } (;3,2,12 =
{ } ( ) 2;3,1 3 ==3

2

=Ω=Ω

E
EnE

n

 
nE

EnE
 y. The outcomes are equally likel

( ) ,
6
3

1 =  ( ) ,
6
3

2 =EP   ( ) ,
6
2

3 =EP    ∴ E   P

 
 



Some Operations on Events: 
Let A and B be two events defined on the sample space Ω . 

 
 Union of Two events:  ( BA∪ )  or  ( BA + ) 

The event BA∪  consists of all outcomes in A or in B or in 
Bboth A and . The event BA∪  occurs if A occurs, or B occurs, 
d B occur. or both A an

 
 
Intersection of Two Events:  ( BA∩ ) 

The event BA∩  Consists of all outcomes in both A and B. 
The event BA∩  Occurs if both A and B occur.  

 
 
Complement of an Event:  ( A )   or   ( )   or   ( ) 

ted by
CA 'A

The complement of the even  A is deno  A . The even 
A  consists of all outcomes of Ω but are not in A. The even A  
occurs if  A do se  not. 

 
Ex ma ple:  

Experiment: Selecting a ball from a box containing 6 balls 
numbered 1, 2, 3, 4, 5, and 6 randomly. 
Define the following events: 
  = getting an even number. { }6,4,21 =E
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  = getting a number{ }3,2,12 =E <  4. 
  = getting an odd number. { }5,3,14 =E

 
(1) 2,12 { }6,4,3,=∪ E   

= getting an even number or a number less than 4. 
1E

( ) ( )
( ) 6

521
21 =

Ω
∪

=∪
n

EEnEEP   

 
(2) { } Ω==∪ 6,5,4,3,2,141 EE   

    = getting an even number or an odd number. 
 ( ) ( )

( ) 1
6
641

41 ==
Ω
∪

=∪
n

EEnEEP  

 
Note: Ω=∪ 41 EE . E1 and E4 xhaustive events. The 
union of these events gives the whole sample space. 
(3) 221

 are called e

{ }=∩ EE   = getting an even number and a number 
ss than 4. le

( ) ( )
( ) 6

121
21 =

Ω
∩

=∩
n

EEnEEP  
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(4) φ=∩ 41 EE   = getting an even number and an odd number. 

 ( ) ( )
( )

( ) 0
6
041

4 ===
Ω
∩

=∩
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61
φn

n
EnEEP  

 

E

 
Note: φ=∩ 41 EE . E1 and E4 are called disjoint (or mutually 

of events can not occurred 
h

(5) The complement 

exclusive) events. These kinds 
simultaneously (toget er in the same time). 

of 1E  
}6,4,2{  = { }5,3,1 = not getting an even number = 1E   

        = getting an odd number. 
        = 4E  
 
Mutually exclusive (disjoint) Events: 

The events A and B are disjoint (or mutually exclusive) if: 
φ=∩ BA . 

For this case, it is impossi le that both events occur 
simultaneously (i.e., tog th in e e e). In this case: 
 (i) 
 (ii) )

b
e er  th  sam  tim

( ) 0=∩ BAP  
( ) ( ( )BPAPBAP +=∪

If A∩ tually exclusive (not 
disjoint). 

 
B ≠ φ, then A and B are not mu
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A∩B = φ 

A and B are mutually 
exclusive (disjoint) 

(It is impossible that both 
events occur in the same 

time) 

  A∩B ≠ φ 
A and B are not 

lusive 
(It is possible that both 

r in the same 

 

mutually exc

events occu
time) 

 
Exhaustive Events:

 
 

A,,1  e sti ven  The events A n  areA ,2 K xhau ve e ts if:
Ω=∪∪∪ nAAA K21 . 

case, ( 21 ) 1)(For this ∪∪∪ AAP K =Ω= PAn  
 
Note:
1. 
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Ω=∪ AA  (A and   are exhaustive events) A
φ   (A and 2. =∩ AA A   are mutually exclusive (disjoin ) et vents) 

3. ( ) ( ) ( )n −Ω= AnAn  
4. ( ) ( )−  APAP = 1

 
General Probability Rules:
 

 
1. ≤ ( ) 1≤AP  0
2. ( ) 1=ΩP  
3. ( ) 0=φP  
4. ( ) ( )−= APAP 1  
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 Addition Rule:The  
For any two events A and B: ( ) ( ) ( ) ( )BAPBPAPBAP ∩−+=∪  

Special Cases:

 

1. For mutually exclusive (disjoint) events A and B 
( ) ( ) ( )BPAPBAP +=∪

 
2. For mutually exclusive (disjoint) events :  nEEE ,,, 21 K

   
( ) ( ) ( ) ( nn EPEPEPE )+++=∪ LK 21  EEP ∪∪ 21

 

 If the events nAAA ,,, 21 K  areNote:  exhaustive and mutually 
exclusive (disjoint) events, then: 

( ) ( ) ( ) ( )121 1( =)2 Ω=+++=∪∪∪ AAP K

 
Marginal Probability:

P  APAP nLAAn P

 
Given some variable that can be broken down into (m) 

categories designated by ,, 21 L  and another jointly 
occurring variable that is broken down into (n) categories 
designated by ,, 21 L

AA mA,

nB, . BB
 

 1B  2B  … nB  Total 

1A  )( 11 BAn ∩  )( 21 BAn ∩  … )( 1 nBAn ∩  )( 1An  

2A  )( 12 BAn ∩  )( 22 BAn ∩ … )( 2 nBAn ∩ )(An 2  
. . 
. 
. 

. 

. 

. 

. 

. 
. 
. 

. 

. 

. . . 
. 
. 

mA  ( 1BAn m ∩  ) )( BAn m 2∩ … )( nm BAn ∩ )( mAn  
Total )( 1Bn  )( 2Bn  … )( nBn  )(Ωn  

(T  t  event) 

 
 his able contains the number of  element s in each
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 1B  2B  … nB  Marginal 
Probability 

1A  (AP ∩ )11 B  )( 21 BAP ∩  … )( 1 nBAP ∩  P( ) 1A

2A  )( 12 BAP ∩  )( 22 BAP ∩ … )( 2 nBAP ∩ P( ) 2A
. 
. 

. . 

. 
. 
. 

. 

. 
. . . 
. 

. 

. 

. 

. 

. 
mA  )( 1BAP m ∩  )( 2BAP m ∩ … )( nm BAP ∩ P( ) mA

Marginal 
Probability 

P( ) P( ) … P( ) 1.00 1B 2B nB

(This table contains the probability of each event) 
 
The a e sum of 
the babilities

 
o iA  with all categories of B. That is: 

 m rginal probability of  iA , P( iA ), is equal to th
 joint pro

 
f

∑ ∩=
=

∩++∩+∩= niii BAPBAPBAP 21 )()()() K
n

BAP(
j

ji
1

iAP )(

 
For e xample, 

∑ ∩=
=

∩++∩+∩=
n

j
j

1
2n BAPBAPBAPBAPAP 222122 )()()()()( K
 

W imilar way. 

Ex nts in each event: 

e define the marginal probability  jB ) in a s

ample: Table of number of eleme
 1B  2B  3B  Total

1A  50 30 70 150 

2A  20 70 10 100 

3A  30 100 120 250 
Total 100 200 200 500 

Table of probabilities of each event: 
 B  1 2B  3B  Marginal 

Probability
1A  0.1 0.06 0.14 0.3 
2A  0.04 0.14 0.02 0.2 
3A  0.06 0.2 0.24 0.5 

Marginal 
Probability 0.2 0.4 0.4 1 
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For example: 
02.01.004.0

=
++=

)()()()( 222122 ∩+∩+∩= nBAPBAPBAPAP

2.0
4  

 
xample: 630 patients are classified as follows:

Blood Type O 
)

A 

E  

B 
( )3E

AB 
( 1E  ( )2E  ( )4   E

 
Total 

No. of patien 84 58  2 630 ts 2 2 63 5 

• Experiment: Selecting a patient at random and observe 
his/her blood type. 

• This
 

experiment has 630 y likely outcomes 
  

 

   

 y ed pati nt is A" 
      E l lected patient is "B"  

      s "AB" 

 Number of elements in each event: 
        

284,  

 equall
 

 ( ) 6=Ωn 30

Define the events:     
=The blood type of the selected patient is "O"   1E

         =2E The blood t pe of the select e  "  
  =3 The b ood type of the se 

   =E The blood type of the selected patient i4

( )( ) =1En  =2E

  

n 258, 

    
  ( ) =3En 63,   ( ) =4En 25.  

Probabilities of the events: 
       ( )

6301
284E 0 8,    ( )=P = .450

6302

       ( )

258
= =0.4095, EP

630
63

3 =EP =0.1, ( )
630
25

4 =EP    =0.0397,  

ome o

AB". 

     

S perations on the events:          

1. =∩ 42 EE  the blood type of the selected patients is "A" and "
φ=4E     (disjoint events / mutually exclusive events) 

     ()( 42

∩2E

= 0)=∩ φPEEP  

.  of the selected patients is "A" or "AB" 2 =  the blood type∪ 42 EE

 
 



( )
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            ( )
=∪ )( 42 EEP

( ) ( )⎪
⎪

⎪
⎨

==+=+ 4492.028325258
42 EPEP

or  

⎩

⎪ Ω

630630630

630630n

 

⎧ ==
+

=
∪ 4492.02832525842 EEn

since φ=∩ 42 EE

3. 1E  = the blood type of the selected patients is not "O". 
3462630)()()( 11 −=−Ω= EnnE 84 =n  

5492.0
630
346

)(
)()( 1

1 ==
Ω

=
n

EnEP  
 

Notes: 1.  are mutually disjoint, 

another solution: 549204508.01)(1)( 11 =−=−= EPEP C  .

4321 ,,, EEEE ( )jiEE ji ≠=∩ φ . 
2. E

Example:
 

339 physicians are classified based on their ages and 
k ng habits as follows.  

Sm
Dail

4321 ,,, EEE  are exhaustive events, Ω=∪∪ EEEE . ∪ 4321
 

smo i

oking Habit 
  y Occasionally Not at all 

( )1B  ( )2B  ( )3B  
 

Total 
( )1A20 - 29   31 9 7 47 

30 - 39  110 30 49 189  ( )2A
40 - 49  ( )3A  29 21 29 79 A

ge
 

50+        6 0 18 24 ( )4A
 Total 176 60 103 339 

 
: Selecting a physician at random  
er of elements of the sample space is  

Experiment
   The umb ( ) 339=Ωnn . 
   The utcomes of the en l

S e vents:         
•

o

e

experim t ke are equally li y. 

om
 =3A the selected physician is aged 40 - 49 

 
 

( ) ( )
( ) 2330.0=

339
793 =

Ωn
An  3 =AP
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Example :  (Page  39)   

 )سؤال اضافي(  

What is the probability that the selected physician is not 40-49 years 

old and smokers occasionally ? 

 P( A3
C

  ∩ B2 ) = P( A1 ∩ B2 )+ P( A2 ∩ B2 ) + P( A4∩ B2 ) 

                        =     9/339     +    30/339     +   0/339 

 =    39/339 

                         = 0.11504 

What is the probability that the selected physician is  30-39 years old 

and not a daily smoker ? 

P( A2 ∩ B1
C ) = P( A2 ∩ B2 ) + P( A2 ∩ B3 )  

                        =     30/339   +    49/339      

 =    79/339 

                          = 0.2330 

___________________________________________________ 

 



•  selecte sician sm  occasiona=2  the d phy okes lly B

( ) ( )
( ) 1770.0

3392 ==
Ω

=
n

BP       602Bn

• =∩ 23 BA the selected physician is aged 40-49 and 
smokes occasionally. 

( ) ( )
( ) 06195.0

339
2123

23 ==
Ω
∩

=∩
n

BAnBAP  

 the selected physician is aged 40-49 or 

 
 40 

• =∪ 23 BA smokes 
occasionally (or both) 

( ) ( ) ( ) ( )

3481.0

06195.0177.02.0= 33
33
21

339
60

339
79

232323

=

−+−+=
9

∩−+=∪ BAPBPAPBAP

 

 the selected physician is • =4A not 50 years or older. 
         =  321 AAA ∪∪

 
( ) ( ) ( )

( ) 9292.0
339
2411 4

4 =−=
Ω

−=
n

AnA
 

• 3A l cted physician is aged 30-39 or 

14 −= PAP

=∪2A the se e is  aged 40-49 

= the selected physician is aged 30-49 

( ) ( )
( )

( ) ( ) ( ) 79189

==
Ω

7906.0
339
268

339
or

n
+

=
∪

=∪
7918932

32
AAnAAP

=+=+=∪ 7906.0
3393393232 APAPAAP

  
Example:  Suppose that there is a population of pregnant women with: 

• 10% of the pregnant women delivered prematurely. 
• 25% of the pregnant women used some sort of medication. 

 
 

Since φ=∩ 32 AA

• livered prematurely and5% of the pregnant women de  used 
some sort of medication. 
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 from this population. 

 prematurely. 
on. 

Experiment: Selecting a woman randomly

Define the events: 
• D = The selected woman delivered
• M = The selected women used medicati
•  =∩MD The selected woman delivered prematurely and 

used some sort of medication. 
The complement events: 

D  = The selected woman did not deliver prematurely. 
M  = The sele omen dcted w id not use medication. 

 
A Two-way table:  (Percentages given by a two-way table): 

Total  M  M  
D  5 ? 10 
D  ? ? ? 

Total 25 ? 100  

 M  M  Total 
D  5 5 10 
D  20 70 90 

Total 25 75 100 

Calculating probabilities of some events: 
the selected woman delivered prematurely or used D =∪M               medication.        
( ) ( ) ( ) ( )∩−+=∪ DPMDP MDPM    

 
 

Percentages: ( ) ( ) ( ) %5%% =%25%10% ∩== MDM  D

• 
•

3.005.025.01.0 =−+=

The probabilities of the given events are: 
 ( ) 1.0=DP  

 

( ) 25.0=MP  ( )

 

05.0M

  

=∩DP

=M The selected woman did not use medication 
( ) ( ) 75.025.011 =−=−= MPMP  (by the rule) 
( ) 75.05

=      (from the table) 
100
7

=MP
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=D The selected woman did not deliver prematurely 
( ) ( ) 90.010.011 =−=−= DPDP   (by the rule) 
( ) 90.0

100
90

==DP       (from the table) 

=∩ MD  did not deliver prematurely and the selected woman  did 
not use medication. 
 ( ) 70.0

100
70

==∩ MDP  ( rof m the table) 

=∩ MD  the selected woman did not deliver prematurely and 

 
used medication. 

( ) 20.0
100
20

=∩ MDP  from the table= (  ) 

=∩MD  the selected woman delivered prematurely and did not 
use medication. 

( ) 05.0
100

5
==∩ MDP  (from the table)  

=∪MD the selected woman delivered prematurely or did not use 
medication.        

 ( ) ( ) ( ) ( )
8.0075.1.0 −+=

∩−=∪ MMPMDP          the rule) 
05. =0

+D DP         (by 

the sele om id n liver aturely orcted w an d ot de  prem=∪ MD  used 
medication.        

 ( ) ( ) ( ) ( )
95. 020. 025. 09. 0 =−=

∩−+=∪ MDPMDPMP                  (by the rule) D
+

the s=∪ MD elected woman did not deliver prematurely or did 
not use on.        
 

medicati
( ) ( ) ( ) ( )

95.070.075.09.0 =−+=
∩−+=∪ MDPMDPMDP                  (by the rule) 

 

Conditional Probability: 
• hen we know 

that th ed is defined by: 
The conditional probability of the event A w

e event B has already occurr

( ) ( )
( ) ( ) 0;| ≠
∩

= BPAP
BP

BAPB  
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obability  of  A given B. • P(A | B) = The conditional  pr

 

Notes: fol

 

For calculating ( )BAP | , we may use any one of the ing: low

(i) ( ) ( )
( )BP

BAPBAP ∩
=|  

( ) ( )
( )Bn

BA BAnP ∩
(ii) =|  

ctly  

 

Multiplication Rules of Probability: 
For ts A and B, we have: 

(iii)  Using the restricted table dire .

 any two even

( ) ( ) ( )B
(AP ) ( ) ( )ABPAPB

APBPBAP
|
|

=∩
=∩

 

 

Example:  

bit   Smoking  Ha
 Daily 

( )1B  
Occasionally 

( )2B  T
Not at all  

otal ( )3B  
20-29 ( )1A  31 9 7 47 
30-39 ( )A  2 110 30 49 189 
40-49 ( ) 29 21 29 3A 79 
50+    6 0 18 24  ( )4A

   
 

Total 176 60 103 33

 
ge

 

9 

   
A

 

P(A | B) = The conditi
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  age is

 between 30 and 39 

• ( ) 519.0176)( 1 ===
Bn  

339

• 

)(1 Ωn
BP

( ) ( )
( )2

21
21 |

AP
ABP

ABP
∩

=  5820.0
557522.0
324484.0

==  

    
( )

)(
)( 21

21 Ω
∩

=∩
n

ABn
ABP  = 324484.0

339
110

=  

 
( )

)(
)( 2

2 Ω
=

n
AnAP 557522.0

339
189

==  

Anot her solution: ( ) ( )
( ) 5820.0

189
110|

2

21
21 ==

∩
=

An
ABnABP  

Notice that: 

 > ,

( ) 519.01 =BP  
( ) 5820.0| 21 =ABP  
( )21 | ABP ( )1BP ( ) ( )211 | ABPBP ≠  

What does this mean? 
We will answer this question after talking about the 
concept of independent events. 

  
Example: (Multiplication Rule of Probability) 

A training health program consists of two consecutive 
parts. To pass this program, the trainee must pass both parts of 
the program. From the past experience, it is known that 90% of 
the trainees pass the first part, and 80% of those who pass the 
first part pass the second part. If you are admitted to this 
program, what is the probability that you will pass the program? 
What is the percentage of trainees who pass the program? 

Solution: Define the following events: 
A = the event of passing the first part 

Consid r thee
) = t

 event  
(B1 | A2 he selected physician smokes daily given that his 

(B1 | A2 )•

 !
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t  
         

Therefore, the probability of passing the program is P(A∩B). 
From the given information: 
The probability of passing the first part is: 

P(A) = 0.9  

B = the event of passing the second part 
A∩B = the event of passing the first part and the second Par

 =  the event of passing both parts 
          = the event of passing the program 

(
%100

The probability of passing the second part g

%90 = 0.9) 

 
has al

iven that the trainee
ready passed the first part is:  
P(B|A) = 0.8 (

%100
%80  = 0.8) 

Now, ows: 
P(

e can conclude that 72% of the trainees pass the program.  
 
Independent Events

 we use the multiplication rule to find P(A∩B) as foll
A∩B) = P(A) P(B|A) = (0.9)(0.8) = 0.72 

W

  There are 3 cases: 

w in o

•
 

)  probability of occurrence of A) 

•  (AP | ) ( )AP>  B (kno ing B creases the probability f occurrence of A) 

( ) (APBAP <|
 

(knowing B decreases the

• ( ) ( )APBAP =|  (knowing B has no effect on the probability of occurrence of A

 In this case A is independent of B. 

 if one of the 
following conditions is satisfied:    
Two events A and B are independent 

 
( ) ( )APBAPi =|)(  ( ) ( )BPABPii =⇔ |)(  ( ) ( ) ( )BPAPABPiii =∩⇔ )(  

 
ote: The third condition is the multiplication rule of 

 

N
independent events. 

 
 

) 
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Exam uch that: 

heses two events are not independent (they are dependent) 
be

P(A

ple: Suppose that A and B are two events s

P(A) = 0.5 ,  P(B)=0.6 ,   P(A∩B)=0.2. 
T

cause:
 

P(A) P(B) =0.5×0.6 = 0.3 P(A∩B)=0.2. 

∩B) ≠ P(A) P(B) 

Also, P(A)= 0.5 ≠ P(A|B) = 3333.0
6.0)(
==

2.0)( ∩
BP

. 

Also, P(B) = 0.6 ≠ P(B|A) = 

BAP

4.02.0
)(

)(
==

5.0
∩
AP

BAP . 

For this example, we may calculate probabilities of all events.  
We can use a two-way table of the probabilities as follows: 

 B B  Total 
A 0.2 ? 0.5 
A   ? ? ?

Total 0.6 ? 1.00 
 
We complete the table:  B B  Total 

A 0.2 0.3 0.5 
A  0.4 0.1 0.5 

Total 0.6 1.00 0.4 5.0)( =AP  
4.0)( =BP  

3.0)( =∩ BAP  
4.0)( =∩ BAP  
1.0)( =∩ BAP  

9.02.06.05.0)()()()( =−+=∩−+=∪ BAPBPAPBAP  
6.03.04.5. +− 00)()()()( =−=∩+=∪ BAPBPAPBAP  

exerciseBAP =∪ )(  
exerciseBAP =∪ )(  

Note: The Addition Rule for Independent Events: If the events A and B
 are independent, then 

 
 

( ) ( ) ( ) ( )BAPBPAPBAP ∩−+=∪
   by the addition rule, 

      ( ) ( ) )(APBPAP )(BP−+=  
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Example :  (Page  46)   

Q1: Are A and B independent events? 

𝑃(𝐴|𝐵) = 𝑃(𝐴)

𝑃(𝐵|𝐴) = 𝑃(𝐵)
 

𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴) ⋅ 𝑃(𝐵) 

0.2 ≠ (0.5)(0.6) 

0.2 ≠ 0.3 

So A,B are not independent. 

Q2: Are A and B disjoint events? 

𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) + 𝑃(𝐵)       𝑶𝒓     𝑃(𝐴 ∩ 𝐵) = 0 

 𝑃(𝐴 ∩ 𝐵) = 0.2 ≠  0 

So A,B are not disjoint. 

Q3: Are A and B  Exhaustive events? 

𝑃(𝐴 ∪ 𝐵) = 𝑃(𝛺) = 1 

𝑃(𝐴 ∪ 𝐵) = 0.9 ≠ 1 

So A,B are not Exhaustive. 

 



Ex

Nu

 
ample: (Reading Assignment) 

Suppose that a dental clinic has 12 nurses classified as follows: 
rse 1 2 3 4 5 6 7 8 9 10 11 12 

Has children Yes No No No No Yes No No Yes No No No 
Wo  No Yes Yes Yes Yes No No Yes Yes Yes Yesrks at night No

The experiment is to randomly choose one of these nurses. Consider the 
following 

 = the chosen nurse works night shift 

 and does not work night shift. 

b) Find the probability of choosing a nurse who woks at night given 
that s

nd N independent? Why? 

g Venn 

y the nurses as follows: 
N 

events: 
C = the chosen nurse has children 
N

a) Find The probabilities of the following events: 
1. the chosen nurse has children. 
2. the chosen nurse works night shift. 
3. the chosen nurse has children and works night shift. 
4. the chosen nurse has children

he has children. 

c) Are the events C a
d)  Are the events C and N disjoint? Why? 
e) Sketch the events C and N with their probabilities usin diagram. 

Solution: We can classif
 N  

(Night shift) (No night shift)
total 

C 2 1 3 
(Has Children) 

C  6 
(No Children) 

3 9 

total 8 4 12 

a) The
 children) = P(C) = 

 experiment has n(Ω) = 12 equally likely outcomes.  
P(The chosen nurse has 25.0

12
3

)(
)(

==
Ωn
Cn  

6667.0
12
8

)(
)(

==
Ωn
Nn  P(The chosen nurse works night shift) = P(N) = 

P(The chosen nurse has children and works night shift) 
     = P(C ∩N)= 16667.0

12
2

)(
)(

==
Ωn

NCn I  
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   = 

   

0833.01)
==

NI  
12

()( =
CnNCP

he p obability of choosing a n rse who woks at night given that she 
 children: 

)(Ωn
I

rb) T u
ash

6667.0
25.0
12/2

)(
)()|( ===

CP
NCPCNP I  

)()|( NPCNP = . 

N≠φ. 

c) The events C and N are independent because 

d) The events C and N not are disjoint because C∩
 

  (Note: n(C∩N)=2) 

diagram 
  
e) Venn 

 

 
 

P(The chosen nurse has children and does not work night shift) 

3.5 Bayes' Theorem, Screening Tests, Sensitivity, Specificity, 
and Predictive Value Positive and Negative:      (pp.79-83) 

There are two states regarding the disease and two states 
regarding the result of the screening test: 

 



 
 49 

 
 
We d

D : the individual has th

efine the following events of interest: 

e disease (presence of the disease) 
D : the individual does not have the disease (absence of       the disease) 

ositive screening test result T : the individual has a p
T  : the individual has a negative screening test result  

 
 There are 4 possible situations: 

True status of the disease  
+ve    (D: Present) -ve   ( D :Absent) 

+ve  (T) Correct diagnosing false positive resultResult of 
the test -ve  (T ) false negative result Correct diagnosing

 

Definitions of False Results: 
here are two false results:  T

1. A false positive result: This result happens when a test
indicates a positive status when the true status is negative. 

)|( DTP = P(positive result | absence of the disease) 
 

indicates a negative status 
Its probability is: 

2.  A false negative result: 

)|( DTP  = P(negative result | presence of the disease) 

 
 

 Its probability is: 

This result happens when a test
when the true status is positive.
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 presence of the disease. 

= P(positive result of the test | presence of the disease) 

ease. 

The sensitivity of a test is th
of a positive test result given the

  )|( DTP
 

2. The specificity: 
 of a negative test result given the absence of the dis

)|( DTP  = P(negative result of the test | absence of the disease) 

(n) 
subjects who are cro ng to Disease Status 
and Screening Test Result as follows: 
 

 Disease 

 
To clarify these concepts, suppose we have a sample of 

ss-classified accordi

Test Result Present (D) Absent ( D ) Total 
Positive (T) a b a + b = n(T) 
Negative (T ) c d c + d = n(T ) 
Total a + c = n(D) b + d = n( D ) n 

 
For example, there are (a) subjects who have the disease and 
whose screening test result was positive. 
From this table we may compute the following conditional 
probabilities:  

1. The probability of false positive result: )|( DTP
)(

)(
Dn

DTn ∩
= =

db
b
+

 

2. The probability of fa lse negative result: )|( DTP )(
)(

Dn
DTn ∩

= = ca
c
+  

3. The sensitivity of the screening test: )|( DTP  )(
)(

Dn
DTn ∩

= = 
ca

a
+

 

4. The specificity of the screening test: )|( DTP  
)(

)(
Dn

DTn ∩
= = db

d
+

 

 

 
 

The specificity of a test is the probability 

 
Definitions of the Sensitivity and Specificity of the test: 

1. The Sensitivity: e probability 
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ictive 

e value positive of a screening test: 
Th

g 
tes

 
ect has the disease | positive result) 

                   =  P(presence of the disease | positive result) 

Definitions of the Predictive Value Positive and Pred
Value Negative of a Screening Test: 
 

1. The predictiv
e predictive value positive is the probability that a subject 

has the disease, given that the subject has a positive screenin
t result:  

P )|( TD  = P(the subj
  
 

edictive value negative of a screening test: 2. The pr
The predictive value negative is the probability that a subject 
does not have the disease, given that the subject has a 
negative screening test result: 

 
 = P(the subject does not have the disease | negative 

result) 

ictive Value Positive and Predictive 
ive: 

)|( TDP
                      result) 
                    = P(absence of the disease | negative 
 
Calculating the Pred
Value Negat
(How to calculate )|( TDP  and )|( TDP ):  

We calculate these conditional probabilities using the 
 of: 

2. The specificity of the test = 

knowledge
1. The sensitivity of the test = )|( DTP  

)  
e

po It is usu
independent study) 

 
Calculating the Predictive Value Positive, 

|( DTP
3. The probability of the rel vant disease in the general 

ally obtained from another pulation, P(D). (

)|( TD :  P

) P(T
 D) P(T  T)|P(D ∩

=  
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ut we know that: B

 

    )DP(TD)P(T  P(T) ∩+∩=  
      (multiplication rule) P(D)D)|P(TD)P(T =∩

    )DP()D|P(T)DP(T =∩   (multiplication rule) 
    )DP( )D|P(T    +  P(D) D) | P(TP(T) =

 
Therefore, we reach the following version of Bayes' Theorem: 

)DP( )D|P(T    P(D) D) | P(T
  T)|P(D

+
=     ………… (1) 

P(D) D) |P(T

 
N
P

ote:
(T

  
D)|  = sensitivity. 

)|(1)D|P(T DTP−=  = 1 – specificity. 
 the general P(D) = The probability of the relevant disease in

         io    populat n.  
P(D) - 1 = .  )DP(

tive
 

, )|( TDPCalculating the Predictive Value Nega :  
To obtain the predictive value negative of a screening test, 

e use the following statement of Bayes' theorem: w
 

P(D) D) |T(    …………P    )DP( D |TP(
)DP( )D |TP(  )T|DP(

+
=  (2) 

Not
)

e: 
)D|TP(  = specificity. 

)|( DTP  =1)TP( −=  1 – sensitivity. 
 

e: 

creeni g test for Alzheimer's disease. The test was given to a 

of 500 patients without symptoms 
f the disease. The two samples were drawn from populations of 

subjects who were 65 years of age or older. The results are as 
follows: 

D|

Examp
A medical research team wished to evaluate a proposed 

l

s n
random sample of 450 patients with Alzheimer's disease and an 
independent random sample 
o
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 Alzh isease eimer D
Test Result Present (D) t Absen ( D ) Total 
Positive (T) 436 5 441 
Negative (T ) 14 495 509 
Total 450 500 950 

 
Ba d
percentage of patients with Alzheimer's disease (the rate of 
prevalence of the disease) is 11.3% out of all subjects who were 
65 years of age or older. 
So

1. Th

se  on another independent study, it is known that the 

lution: 
Using these data we estimate the following quantities: 
e sensitivity of the test: 

0.9689  
450
436

n(D)
D)n(T  D)|P(T ==

∩
=  

 
2. The specificity of the test: 

0.99  
500

 ==
495

)(
)(D|TP( ∩

Dn
DTn  

 
3. The probability of the disease in the general population, P(D): 
The rate of disease in the relevant general population, P(D), 
cannot be computed from the sample data given in the table. 

owever, it is given that the percentage of patients with 
eimer's disease is 11.3% out of all subjects who 
s or older. Therefor ) can be computed to be: 

P(D) = 

 ) =

H
Alzh were 65 
year  of age e P(D

113.0
%100
% 11.3 =  

 
4. The predictive valu
We wish to estimate the probability that a subject who is 

e positive of the test: 

positive on the test has Alzheimer disease. We use the Bayes' 
a of qua on (1 : formul  E ti )

)DP( )D|P    P(D) D) | +

 Fro  a e t  compute:
(T P(T

P(T  T)|P(D = . 

m the t bulat d da a we  

P(D) D) |

 
 

3baya
Highlight Text
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0.9689  
450
436  D)|P(T ==    (From part no. 1) 

0.01 = 
500

5
)(

)Dn(T = )D |P(T =
∩
Dn

 

Substituting of these results into Equation (1), we get: 

)DP( (0
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.01)    P(D) (0.9689)
  T)|P(D

+
=  P(D) (0.9689)

93.0
0.113)-(1 (0.01)    (0.113) (0.9689)

(0.113) (0.9689)  =
+

=  

As we see, in this case, the predictive value positive of the 

predictive value negative of the test: 

test is very high. 
 
5. The 
We wish to estimate the probability that a subject who is 
negative on the test does not have Alzheimer disease. We use 
the Bayes' formula of Equation (2): 

P(D) D) |TP(    )DP( )D |TP( +

To compute 

)DP( )D |TP(  )T|DP( =  

)T|DP( , we first compute the following 
probabilities: 

99.0
500
495 )D |TP( ==    (From part no. 2) 

0.887  =0.113-1  P(D)-1  )DP( ==  
0311.0

45
1 

)(
)( D) |TP( =

∩
=

Dn
DTn

0
=

4  

Substitution in Equation (2) gives: 

996.0
)113.0)(0311.0()887.0)(99.0(

)887.0)(99.0(
P(D) D) |TP(    )DP( )D |TP(

)DP( )D |TP(  )T|DP( =

=
+

=

+

 

As we see, the predictive value negative is also very high. 
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The result  

of the test 

 

 

 

 

 

 

Note that from the table:     

                     𝑃( 𝑇 ̅| 𝐷) +  𝑃(𝑇| 𝐷) = 1   and    𝑃( 𝑇 ̅| 𝐷 ̅) +  𝑃(𝑇| 𝐷 ̅) = 1 

i.e.     false negative +   Sensitivity = 1   and   Specificity +  false positive =  1 

 
Has the disease 

(D) 

Dose not have the disease 

(𝐷 ̅) 
Total 

Positive (T) 

Correct decision 

𝑛( 𝑇 ∩ 𝐷) 

 

 

Sensitivity 

𝑃(𝑇|  𝐷) =  
𝑛( 𝑇 ∩ 𝐷)

𝑛(𝐷)
 

 

False decision 

𝑛( 𝑇 ∩ 𝐷 ̅ ) 

 

 

false positive result 

𝑃(𝑇|  𝐷 ̅)  =    
𝑛( 𝑇 ∩ 𝐷 ̅)

𝑛(𝐷 ̅)
 

 

 

n(T) 

Negative (𝑇 ̅) 

 

False decision 

𝑛( 𝑇 ̅ ∩ 𝐷) 

 

false negative result 

𝑃( 𝑇 ̅|  𝐷) =  
𝑛( 𝑇 ̅ ∩ 𝐷)

𝑛(𝐷)
 

 

 

Correct decision 

𝑛( 𝑇 ̅ ∩ 𝐷 ̅ ) 

 

Specificity 

𝑃( 𝑇 ̅|  𝐷 ̅)  =    
𝑛( 𝑇 ̅ ∩ 𝐷 ̅)

𝑛(𝐷 ̅)
 

 

 

n(𝑇 ̅) 

Total n(D) n(𝐷 ̅) n(Ω) 



The probability of the relevant disease in the general population, P(D) [or P(D') = 1 - P(D)] which is obtained from 

another independent study. 

 

Predictive value Positive: 

 𝑃(𝐷| 𝑇) =
𝑃(T| D  )∗𝑃(𝐷)

(𝐷→�̅� ) نفس  البسط+  نفس  البسط
  

         = 
𝑃( 𝑇|𝐷  )∗𝑃(𝐷)

𝑃( 𝑇|𝐷  )∗𝑃(𝐷)  +𝑃( 𝑇|�̅�  )∗𝑃(�̅�)
   = 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦∗𝑃(𝐷)

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦∗𝑃(𝐷)+(1−𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦)∗𝑃(�̅�)
 

 

Predictive value Negative: 

𝑃(�̅�| �̅�) =
𝑃( �̅�|�̅�  )∗𝑃(�̅�)

(�̅�→𝐷 ) نفس  البسط+  نفس  البسط
  

         = 
𝑃( �̅�|�̅�  )∗𝑃(�̅�)

𝑃( �̅�|�̅�  )∗𝑃(�̅�)  +𝑃( �̅�|𝐷  )∗𝑃(𝐷)
   = 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦∗𝑃(�̅�)

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦∗𝑃(�̅�)+(1−𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦)∗𝑃(𝐷)
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 Data CHAPTER 4:  Probabilistic Features of Certain
Distribution (Probability Distributions) 

:
 
4.1  Introduction  

The concept of random variables is very important in 
me events can be defined using random variables. 

 
4.2 Probability Distributions 

Statistics. So
There are two types of random variables: 

Random variables  ⎨
⎧

VariablesRandomContinuous
VariablesRandomDiscrete

 
⎩

of Discrete Random Variables: 
Definition: 

The probability distribution of a discrete random variable 
is a table, graph, formula or device used to specify all 

alues of the random variable along with their 
respective probabilities. 
 
E ple iscrete  
• he n atient ing K  in k. 
• he n imes a n had a cold in last year. 

 
ple: 

Consider the followi crete random variable. 
 = The number of times a Saudi person had a cold in J
     2010. 

Suppose we are able to count the no. of Saudis which X = x:  
x 

 a Saudi person had 
in January 2010) 

Frequency of x 
(no. of Saudi people who had a 
cold x times in January 2010) 

, other 
possible v

xam
T

s of d
o. of p

 r v.’s
s visit KUH a wee

T o. of t  opers  
  
Exam

 
  

ng dis
X
  

anuary 

(no. of colds

0 10,000,000 
1 3,000,000 
2 
3 

2,000,000 
1,000,000 

Total N =16,000,000 
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x = 0, 1, 2, 3 
Experiment: Selecting a person at random  
Define the event: 

(X = 0) = The event that the ed person had no cold. 
(X = 1) = The event that the ed person had 1 cold. 

ds. 

 
cted person had x colds. 

 
For this experiment, there are 

Note that the possible values of the random variable X are: 

 select
select

(X = 2) = The event that the selected person had 2 col
(X = 3) = The event that the selected person had 3 colds. 

In general:
(X = x) =The event that the sele

( ) =Ωn 16,000,000 equally likely 
o omes
The number of elements of the event (X = x) is: 

n(X no. of Saudi people who had a cold
in January 2010. 

The probability of the event (X = x) is: 

utc . 

=x) =  x times 

                 =  frequency of x. 

( ) ( )
( ) 1600000n

(XnxXnxXP =
=

=
==

0
)x

Ω
   , for x=0, 1, 2, 3 

 
x ( )xXP =  ( )freq. of  x 

 
( )xXn =  

16000000
xXn =

=    

(Relative frequency) 
0 0.6250 

0.1875 1 3000000 
10000000 

2 
3 

2000000 
1000000 

0.1250 
0.0625 

Total 16000000 1.0000 
Note:  

 ( ) ( )
16000000

Re lat
16000000

frequencyFrequencyivexXnxXP =
=

==  

 
The probability distribution o discrete random variable X is 
giv abl  

=

 
e:

f the 
en by the following t

 
 

3baya
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x ( ) )(xfxXP ==  
0 
1 
2 

0.6250 
0.1874 
0.1250 

3 0.0625 
Total 1.0000 

No
tribution of any discrete random 

variable X must satisfy the following two properties: 
(1)    

tes: 
• The probability dis

( ) 10 ≤=≤ xXP  
( ) 1==∑ xXP

x
(2)      

ibution of a discrete r.v. we can 
find the probability o an expressed in term of the 
r.v. X. 

 
Example: 
Consider the discrete r.v. X n the ious example. 

x

•  Using the probability distr
f y event 

  i  prev
 ( )xXP =  

0 0.6250 
1 0.1875 
2 0.1250 
3 0.0625 

Total 1.0000 
 
(1) ( ) ( ) ( ) 0625.01250.0322   P +==+==≥ XPXPX 1875.0=
(2) ( ) ( ) 0625.032 ===> XPXP  [note: ( ) (2 ≥ )]  ≠> XPXP 2
(3) ( ) ( ) ( ) 1875.02131   +==+==<≤ XPXPXP 3125.01250.0 =
(4) ( ) ( ) ( ) ( )2102 =+=+==≤ XPXPXPXP  
   .0018.0625.0 9375125.0750 =++=
      another solution

 
: 

( )
( ) 9375.0625.01)3121

))2(12
=−=−=−=

≤−=≤
P
PXP  

(5) )
( =XP

( X
>X

( ) ( ( )1021 =+==<≤− XP      
            

XPXP
6250.0 8125.01875.0 =+=  

 
 

3baya
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(6) ( ) ( ) ( )103.15.1 =+==<≤− XPXPXP                     8125.01875.06250.0 =+=  

(7) ( ) ( )5.3 == φPXP 0=  
(8 ()0(1 =Ω=( ) ( ) 1)3()2()) 10 =+=+=+==≤ PXPXPXXPXP  
(9 he p bility t the ted person at least

P

) T roba  tha  selec  had  2 cold: 
( ) ( ) ( ) 1875.0322 ==+== XPPP  

(1  Th babil that selected p  had at most
≥X X

0) e pro ity the erson  2 
co s: ld

( ) 9375.02 =≤XP  
ity that the selected person had more than(11) The probabil  2 

colds: 
( ) ( ) 06
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25.032 ===> XPXP

a ility that the selected person had less than
 

 2 (12) The prob b
colds: 

( ) ( ) ( ) 8125.0102 ==+==< XPXPXP  

Graphical Presentation:         
The probability distribution of a discrete r. v. X can be 

graphically represented. 
Example: 

The probability distribution of the random variable in the 
previous example is: 

x ( )xXP =  
0 
1 
2 
3 

0.6250 
0.1875 
0.1250 
0.0625 

The graphical presentation of this probability distribution is 
given by the following figure: 
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Text Box
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nce of a Discrete Random VariableMean and Varia    
ean (or expected value) of a discrete random 

variab
Mean: The m

le X is denoted by µ  or Xµ . It is defined by: 
( )∑ ==

x
xXPxµ  

Variance: The variance of a discrete random variable X is 
denoted by 2σ  or 2

Xσ  . It is defined by: 
( )∑ =−=

x

xXx2 )( µσ  P2

Example:  
e wish to calculate the mean µ  W and the variance of the 

discrete r. v. X whose probability distribution is given by the 
following table: 

x ( )xXP =
0

2

0.05 

0.45 
5 

1 0.25 

3 0.2
Solution: 

x )=( xXP  ( )xXPx =  )( µ−x 2)( µ−x )( 2 Px − µ )( xX =  
0 0.05 0 -1.9 3.61 0.1805 
1 0.25 0.25 -0.9 0.81 0.2025 
2 0.45 0.9 0.1 0.01 0.0045 
3 0.25 0.75 1.1 1.21 0.3025 

Total   = =µ
( )∑ = xXPx

  2σ

∑ =− )()( 2 xXPx µ
= 1.9 = 0.69 

 
( ) ( )( ) ( )( ) ( )( ) ( )( ) 9.125.0345.0225.0105.00 =+++=== ∑

x
xXPxµ  

( 22 =∑ xσ ( ))9.1 =− xXP

( ) ( ) ( ) ( ) ( )925.09.1105.09.10 222 −+−= ) ( ( ) ( )
69.0

25.09.1345.0.12 2

=
−+−+

x
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Cumulative Distributions:        
The cumulative distribution function of a discrete r. v. X  

is defined by: 
 
 ( ) ( )∑

≤
==≤ aXPxXP                (Sum over all values ≤x)  

given by the following table: 

xa

Example:  
Calculate the cumulative distribution of the discrete r. v. X 

whose probability distribution is 
x ( )xXP =
0
1
2

0.05 
0.25 
0.45 

3 0.25 
Use the cumulative distribution to find: 

P(X≤2),  P(X<2), P(X≤1.5),  P(X<1.5),  P(X>1),  P(X≥1) 
Solut

he cumulative distribution of X is:  
ion: 

T
x ( )xXP ≤  
0 
1 

0.05 
0.30 

 
2 
3 

0.75 
1.0000

 
( ) ( )00 ==≤ XP  XP
( ) ( ) ( )101 =+==≤ XPXPXP  
( ) ( ) ( ) ( )2102 =+=+==≤ XPXPXPXP  
( ) ( ) ( )303 =++==≤ XPXPXP L  

 
sing the cumulative distribution, 

P(X<2) = P(X≤1) = 0.30 
≤1.5) = P(X≤1) = 0.30 

P(X<1.5) = P(X≤1) = 0.30 

U
P(X≤2) = 0.75 

P(X

P(X>1) = 1- P( )1( >X  ) = 1-P(X≤1) = 1- 0.30 = 0.70 
P(X≥1) = 1- P( )1( ≥X  ) = 1-P(X<1) = 1- P(X≤0) 
             = 1 .05 = 0.95 

 
Example: (Reading Assignment) 
Given the following probability distribution of a discrete random variable 
X representing the number of defective teeth of the patient visiting a 

- 0

 
 
 
 

60 

3baya
Highlight Text

3baya
Highlight Text

3baya
Highlight Text

3baya
Square



Page 60  

probability distribution            cumulative distribution  

 

 

 

 

 

     

cumulative distribution         probability distribution 

 

 

 

 

 

 

 

 Complement of probability:  

• 𝑃(𝑋 ≤ 𝑎) =  1 − 𝑃(𝑋 > 𝑎) 
• 𝑃(𝑋 < 𝑎) =  1 − 𝑃(𝑋 ≥ 𝑎) 

 
• 𝑃(𝑋 ≥ 𝑎) = 1 − 𝑃(𝑋 < 𝑎) 
• 𝑃(𝑋 > 𝑎) =  1 − 𝑃(𝑋 ≤ 𝑎) 

 

𝑥 𝑃(𝑋 = 𝑥) 

0 0.05 

1 0.25 

2 0.45 

3 0.25 

𝑥 𝑃(𝑋 ≤ 𝑥) 

0 0.05 

1 0.05+0.25= 0.30 

2 0.05+0.25+0.45= 0.75 

3 0.05+0.25+0.45+0.25=1 

𝑥 𝑃(𝑋 ≤ 𝑥) 

0 0.05 

1 0.30 

2 0.75 

3 1 

𝑥 𝑃(𝑋 = 𝑥) 

0  0.05 

1 0.30-0.05= 0.25 

2 0.75 -0.30 = 0.45 

3 1 – 0.75 =0.25 
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certain dental clinic: 

x P(X = x)
1 0.25 
2 0.35 
3 0.20 
4 0.15 
5 K 

a) Find the value of K. 
b) Find the flowing probabilities: 

1. P(X < 3) 
2. P( X ≤ 3) 
3. P(X < 6) 

 < 1) 

KxXP 15.020.035.025.0)(  

4. P(X
5. P(X = 3.5) 

c) Find the probability that the patient has at least 4 defective teeth. 
d) Find the probability that the patient has at most 2 defective teeth. 
e) Find the expected number of defective teeth (mean of X). 
f) Find the variance of X. 

Solution: 
a)  ∑=1 ++++==

 K+= 95.01  
 
 

K = 0.05  
The probability distribution of X is: 

x P(X = x)
1 0.25 
2 0.35 
3 0.20 
4 0.15 
5 0.05 

Total 1.00 

b) Finding the probabilities: 
1. P(X < 3) = P(X=1)+P(X=2) = 0.25+0.35 = 0.60 

) = P(X=1)+P(X=2)+P(X=3) = 0.8 2. P( X ≤ 3
P(X < 6) = P(X=1)+P(X=2)+3. P(X=3)+P(X=4)+P(X=5)= P(Ω)=1 

c) Th
P(X

d) The
 

pr

 

4. P(X < 1) = P(φ)=0 
5. P(X = 3.5) = P(φ)=0 

e  probability  that  the  patient has at least 4 defective teeth 
≥4) = P(X=4)+P(X=5) =0.15+0.05=0.2 

obability
 

that
 

the
 

patient
 

has
 

at
 

most 2 defective teeth 
P(X≤2) = P(X=1)+P(X=2) = 0.25+0.35=0.6 
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e) c (mean of X) 

 x) x P(X = x

The expected number of defe tive teeth 

x P(X = ) 
1 0.25 0.25 
2 0.35 0.70 
3 0.20 0.60 
4 0.15 0.60 
5 0.05 0.25 

Total 1)( ==∑ xXP ∑ == )( xXPxµ =2.4

The expected number of defective teeth (mean of X) is 

∑ == )( xXPxµ =(1)(0.25)+(2)(0.35)+(3)(0.2)+(4)(0.15)+(5)(0.05)=2.4 

f) The variance of X: 

x ( )xXP =  )µ−x xX =   2)( µ−x )( 2 Px − µ( )(
1 0.25 -1.4 1.96 0.49 
2 0.35 -0.4 0.16 0.056 
3 0.20 0.6 0.072 0.36 
4 0.15 1.6 2.56 0.384 
5 0.05 2.6 6.76 0.338 

Total 
   

∑ =− )()( 2 xXPx µ  

= 1.34 
 

he vari nce is = = 1.34  2σ ∑ =− )()( 2 xXPx µT a
 

 
 

=µ 2.4 = 2σ
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Combinations: Notation  ( n! ): 

n!  is read "n factor fined by: ial". It de
   ( )( ) ( )( )

0
11221! ≥

1!=
−−= nfornnnn L  

 Example: ( )( )( )( )( ) 12012345!5 ==  

Combinations: 
The number of different ways for selecting r objects from n 

distinct objects is denoted by  or  and is given by: 

 

rnC ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
r
n

( ) nrfor
rnr

nCrn ,,2,1,0;
!!

!
K=

−
=  

 

Notes: 1.  is read as  “ n “ choose  “ r ”. rn

2. 1
C

10 =Cn=nn C , , 
3. =rnC rnnC −     (for example: 310C = 710C ) 
4. =rnC number of unordered subsets of a set of (n) 
              objects s  contains (r) objects.  

: 

uch that each subset

Example: For n = 4 and r = 2

=24C ( ) 6
)12()12(!2!2!2
=

×××
1234!4!4

4!2
×××

=
×

=  −
=

C

Suppose th . 

We wish to choo le subsets 
ubset are: 

=24  6 = The number of different ways for selecting 2 
                     objects from 4 distinct objects. 

Example: at we have the set {a, b, c, d} of (n=4) objects

wo objects. The possibse a subset of t
of this set with 2 elements in each s

{a , b}, {a , c}, {a , d}, {b , d}, {b , c}, {c , d} 

 The number of these subsets is =24C 6. 

 
 



4.3 Binomial Distribution: 
Bernoulli Trial: is an experiment w• ith only two possible 
ou
no

• Bi
• Binomial distribution is used to model an experiment for which: 

1. 
2. The probability of success is 

tcomes:  S = success  and  F= failure (Boy or girl, Saudi or 
n-Saudi, sick or well, dead or alive). 
nomial distribution is a discrete distribution. 

The experiment has a sequence of n Bernoulli trials. 
( ) pSP = , and the probability of 

failure is ( ) qpFP =−=1 . 
obability of success3. The pr  ( ) pSP =  is constant for each trial. 

 trial has 

discrete r. v. 
representing the number of 
 

f successes in the n trials 

The possible values of X (number of success in n trails) are: 
x = 0, 1, 2, … , n 

The r.v. X has a binomia ith parameters n and p , 

4. The trials are independent; that is the outcome of one
no effect on the outcome of any other trial.  

In this type of experiment, we are interested in the 
successes in the n trials. 

X = The number o
 

 
l distribution w

and we write: 
( )pnBinomialX ,~  

 
he probability  distribution  of  X  given  by:  

=
o

nxqpC
xXP

nx
xn

0
,,2,1,0 K

 

Where: 

T is

( )
⎩
⎨
⎧ =

=
− forx

therwise

( )!!x
!

xn
nCxn −

=  

We can write th probability distribu  as a table as 
follows. 

e tion of X

x ( )xXP =  
0 n qqpC =0  nn−00

1 11
1

−n
n qpC  
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x ( )xXP =  
2 22

2n qpC  −n

M  M  
n − 1 11

1 qpC n
nn

−
−  

n nn
nn pqpC =  0

Total 1.00 
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lood
   o
tes

lli trial: diagnosing whether a man has a high blood 
here are two outcomes for each trial: 

 
  

 
     

    
  
      

     
    

  
 

   

Solution: llowing random variable: We are interested in the fo
= TX  he number of men with high b  pressure in the sample 

     f 6 men. 
o : N
- Bernou

pressure or not. T

 
 

  

Result:

  (Mean and Variance for Binomial distribution)  

If X~ Binomial(n, p) , then 
            The mean:  µ= np (expected value)
            The variance: σ2 =npq

Example: Suppose that the robability that a Saudi man has high 

blood pressure is 0.15. Suppose that we randomly select a 

 

 

sample of 6 Saudi men. 
(1) Find the probability distribution of the random variable 
(X)representing the number of men with high blood pressure in 
the sample. 
(2) Find the expected number of men with high blood pressure 
in the sample (mean of X).

 
(3) Find the variance X.

 
(4) What is the probability that there will be exactly 2 men with 
highblood pressure? 
(5) What is the probability that there will be at most 2 men with 
high blood pressure? 
(6)What is the probability that there will be at lease 4 men with 

highblood pressure? 

3baya
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ilure: The man does not have high blood pressure. 
 N
 P

S = Success: The man has high blood pressure 
F = fa

- umber of trials = 6 (we need to check 6 men) 
- robability of success: ( ) pSP =  = 0.15 
- robability of failure:  P ( ) 85.01 =−== pqFP  
- Number of trials:  n = 6 

e trials are independent because of the fact that the result 
of each man does not affect the result of any other man 
s

 
The random variable X has a binomial distribution with 
parameters: n=6 and p=0.15, that is: 

ial (6, 0.15) 
 
The p
 

f X is: 

- Th

ince the selection was made ate random. 

X ~ Binomial (n, p) 
X ~ Binom

ossible values
 

of
 

X
 

are:
 

x = 0, 1, 2, 3, 4, 5, 6 

y distribution o(1) The probabilit
 

 ( ) ( ) ( )
⎨
⎧

==
−CxXP

xx
x 85.015.0 6

6

⎩ otherwise;0
=x 6,5,4,3,2,1,0;

 
 

 

The probabilities of all values of X are: 

( ) ( ) ( ) ( )( ) ( ) 37715.085.015.0185.015.00 60
06 === CXP 60 =  

 ( ) ( ) ( ) ( )( )( ) 39933.085.015.0685.015.01=XP 551
16 === C  

 ( ) ( ) ( ) ( )( ) ( ) 17618.085.015.01585.015.02 4242
26 ==== CXP  

 ( ) ( ) ( ) ( )( ) ( ) 0414.085.015.02085.015.03 3333 ==== CXP 536

 ( ) ( )
 

( ) ( )( ) ( ) 00549.085.015.01585.015.04 46 === CXP 24 =  
 

24

( ) ( ) ( ) ( )( ) ( ) 0003.085.015.0685.015.05 1515
56 ==== CXP 9 

 ( ) ( ) ( ) ( )( ) ( ) 00001.0115.0185.015.06 606
66 ==== CXP  

 
The probability distribution of X can by presented by the 
following table: 

 
 



 
 67 

x ( )xXP =  
0 0.37715 
1 0.39
2 
3 
4 
5 
6 

933 
0.17618 
0.04145 
0.00549 
0.00039 
0.00001 

The probability distribution of X can by presented by the 
following graph: 

 

 
(2) The mean of the distribution (the expected number of men 
out of 6 with high blood pressure) is: 

( )( ) 9.015.06 === npµ  
(3) The variance is: 

( )( )( ) 765.085.015.062 === npqσ  
(4) The probability that there will be exactly 2 men with high 

y that there will be at most 2 men with high 

      = 0.37715 + 0.39933 + 0.17618 
      = 0.95266 

(6) The probability that there will be at lease 4 men with high 
ressure is: 

blood pressure is: 
P(X = 2) = 0.17618 

(5) The probabilit
blood pressure is: 

P(X ≤ 2) = P(X=0) + P(X=1) + P(X=2) 

blood p

 
 

3baya
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) + P(X=5) + P(X=6) 
0549 + 0.00039 + 0.00001 

      = 0.00589 
Example: (Reading Assignment) 
Suppose that 25% of the people in a certain population have low 
hem oose 5 people at random from 
this population. Let the discrete random ber of 
people out of 5 with low hemoglobin levels. 

Find the probability distribution of X. 
b) Find the probability that at least 2 people have low hemoglobin 

levels. 
c) Find the probability that at most 3 people have low hemoglobin 

levels. 
d) Find the expected number of people with low hemoglobin levels 

out of the 5 people. 
e) Find the variance of the number of people with low hemoglobin 

levels
 
out

 
of

 
the

 
5
 
people

.
 low hemoglobin levels 

il is the process of diagnosing the person 
Success = the person has low hemoglobin 

oglobin 

arameter 

P(X ≥ 4) = P(X=4
      = 0.0

oglobin levels. The experiment is to ch
 variable X be the num

a) 

 
Solution: X = the number of people out of 5 with
The Bernoulli tra
 
 Failure =  the person does not have low hem

5=n         (no. of trials) 
25.0=p    (probability of success) 

75.01 =−= pq    (probability of failure) 
 

a) X has a binomial distribution with p 5=n  and  25.0=p
( )pnBinomialX ,~  

( )25.0,5~ BinomialX  
The possible values of X are:  5 

nxforqpx ,,2,1,0; K

x=0, 1, 2, 3, 4,

The probability distribution is: 

( ) ⎨
⎧

==
−C

xXP
xnx

n

⎩ otherwise;0
 

( )

=

⎩
⎨

=⎧
=

−

otherwise
xforx

;
5,4,3,2,1,0;  

 

=
C

xXP
x

x )75.0()25.0( 5
5

0
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1 = 0.39551151
15 75.025.0 −××C  

2 = 0.26367252
25 75.025.0 −××C

3 =353
35 75.025.0 −××C  0.08789

4 =454
45 75.025.0 −××C  0.01465

5 =555
55 75.025.0 −××C  0.00098

Total 1)( ==∑ xXP  

b) 
( 2)+P(X=3)+P(X=4)+P(X=5) 

 

: 

                    
d) 

5 peop

The probability that at least 2 people have low hemoglobin levels: 
P(X≥2) = P X=
             = 0.26367+ 0.08789+ 0.01465+ 0.00098 

                         = 0. 0.36719 
c) The probability that at most 3 people have low hemoglobin levels

P(X≤3) = P(X=0)+P(X=1)+P(X=2)+P(X=3) 
                        = 0.23730+ 0.39551+ 0.26367+ 0.08789 

    = 0.98437 
The expected number of people with low hemoglobin levels out of the 

le (the mean of X): 
525.05 .1= 2×== pnµ  

e) The variance of the number of people with e low h moglobin levels out 
of 

4

the 5 people (the variance of X) is: 
9375.075.025.052 =××== pqnσ   

.4 The Poisson Distribution: 
• It is a discrete distribution. 
• The Poisson distribution is used to model a discrete r. v. 

currences of some random 
n interval of time or space (or some volume of 

The possible values of X are: x= 0, 1, 2, 3, … 

• The discrete r. v. X is said to have a Po tion 
with parameter (average or mean) λ if the probability 
distribution of  X is given by 

 

representing the number of oc
event in a
matter). 

• 

isson distribu

 
 

x P(X = x) 
0 = 0.23730050

05 75.025.0 −××C
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( )
⎪
⎪
⎩

⎪⎪
⎨

⎧
=

==

−

otherwise

xfor
x

e

xXP

x

;0

,K
 

3,2,1,0;
!
λλ

 
where    e = 2.71828 . We write : 

X ~ Poisson (λ) 

 distribution) 
 
Result: (Mean and Variance of Poisson
If  X ~ Poisson (λ), then: 
• The mean (average) of X is :  λµ =  (Expected va  lue)
• The variance of X is:  λσ =2  
 
Example: 

 
distribution: 
• No. of patients in a waiting room in an hours. 
• No. of surgeries performed in a month. 
• No. of rats in each house in a particular city. 
 
Note: 
• λ is the average (mean) of the distribution. 
 If X = The number of patients seen in the emergency unit 

rgency unit =30λ. 
age (mean) of patients seen every year in the 

emergency unit = 365λ. 
The average (mean) of patients seen every hour in the 

atients seen every month, then: 

Some random quantities that can be modeled by Poisson

•
in a day, and if  X ~Poisson  (λ), then: 
1. The average (mean) of patients seen every day in the 

emergency unit = λ. 
2. The average (mean) of patients seen every month in the 

eem
3. The aver

4. 
emergency unit = λ/24. 

Also, notice that: 
 (i) If   Y = The number of p
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W ~ Poisson (λ*),  where λ*=365λ
ii)  V = The number of patients seen every hour, then: 

V ~ Poisson (λ*),  where λ*=

Y ~ Poisson (λ*),  where λ*=30λ
(ii)  W = The number of patients seen every year, then: 

(i

24
λ

E Suppose that the number of snakexample:
  

 bites cases seen
at KKUH in year has a Poisson distribution with average 6 bite cases. 

1) What is the probability that in a year:(  
i) The no. of snake bite cases will be 7? 

 snake bite cases will be less than 2? 
What is t there will be 10 snake bite cases s

(
(ii) The no. of

(2) the probability tha in 2 year ? 

hat is the probability that there will be no snake bite cases (3) W in a month? 

 Solution:  
(1) X =   no. of s  a year.nake bite cases in   

X ~  (λ=6) 
 

  Poisson (6)  
 ) K,2,1,0

6

=
−

( ;
!
6

== x
x

exXP
x

 

(i) ( ) 13768.0
!7

 (ii) ( ) (

67
76

===
−eX  P

) ( )10  2 =< XPXP =+= XP

01735.001487.000248+.0
!0
6 606

==+=
!1
61−− ee  

(2) Y = no of snake bite ca eses in 2 y ars 
 Y ~ Poisson(12)   ( ( )( ) 12622* === λλ  )

 ( ) K2,1,0:
!
1212

===
−

y
y

eyYP
y

 

 ( ) 1048.0
!10

1210
1012

===∴
−eYP  

(3) W = no. of snake bite cas ones in a m th. 
 W ~ Poisson (0.5)   ( 5.0

1212
* =

6* ==
λλ ) 
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There are additional questions !! 



       𝑃(𝑊 = 𝑤) = 
𝑒−0.5(0.5)𝑤

𝑤!
:    𝑤 = 01,2, …. 

       𝑃(𝑊 = 0) = 
𝑒−0.5(0.5)0

0!
= 0.6065 

Extra questions (Page 71): 

(4) Find the probability that there will be more than or equal  

     one snake bite cases in a month   𝜆∗ = 
𝜆

12
=

6

12
= 0.5 

      𝑃(𝑋 ≥ 1) = 1 − 𝑃(𝑥 < 1) 

                        =  1 −  𝑃(𝑋 = 0) 

                        = 1 −
𝑒−0.5(0.5)0

0!
= 1 − 0.6065 = 0.3935 

 

(5)  The mean of snake bite cases in a year  

         𝜇 = 𝜆 = 6 

 

 (6) The variance of snake bite cases in a month 

         𝜎2 = 𝜆∗ = 
𝜆

12
=

6

12
= 0.5  

 

(7) The standard deviation of snake bite cases in 2 years 

         𝜎= √𝜆∗ = √2𝜆 = √2(6) = √12 = 3.4641 

 

 

 



(8) Find the probability that there will be more than  

     3 snake bite cases in 2 years  𝜆∗ = 2𝜆 = 2(6) = 12 

𝑃(𝑥 > 3) = 1 − 𝑃(𝑋 ≤ 3) 

= 1 − [𝑃(𝑋 = 0) + 𝑃(𝑋 = 1) + 𝑃(𝑋 = 2) + 𝑃(𝑋 = 3)]

= 1 − 0.0023 

                    = 0.9977 

 

By calculator: 

∑ ( 
𝑒−12×12𝑥

𝑥!
) =3

𝑥=0  2.29 × 10−3 = 0.00229 ≈ 0.0023 
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 ( ) K 2,1,:
!

5.05.0

==
−

w
w

ewWP
w

 

0=

( ) ( ) 6065 .0
!0

5.00
05.0

===
−eWP 

4.5 Continuous Probability Distributions:  
For any continuous r. v. X, there exists a function f(x), 

e  the probability density function (pdf) of X , for which: 
) The total area under the curve of  f(x) equals to 1.  

call d
(1

 
( ) 1=∫=

∞
∞− dxxfareaTotal  

 
( ) ( ) areadxxfbXaP

b

a
==≤≤ ∫

(2) The probability hat X is between the points (a) and (b) 
equals to the area under the curve of f(x) which is bounded by 
the point a and b. 
 (3) In general, the probability of an interval event is given by 

e area under the curve of f(x) and above that interval. th
 

 
(X )= ( ) area( ) ( ) areadxxfb =≤XaP

b
=≤ ∫  dx =xfaP

a

∫ ∞−
 (XP )≤ (xf

∞ ) areadxb
b

==≥ ∫  
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3. )( ) ( bXPbXP >=≥  
( ) ( ) ( ) ( )bXaPbXaPbXaPbXaP <<=≤<=<≤=≤≤  4. 

5.  cumulative probability 
6. 

( ) =≤ xXP
( ) ( ) ( )aXPaXPaXP ≤−=<−=≥ 11  
( ) ( ) ( )aXPbXPbXaP ≤−≤=≤≤  7. 

 

 
( ) ( ) ( aXPbXPbXa

 
( ) ( )aXPaXP ≤−=≥ 1  )≤−

A = 1 − B,     
P

Total area = 1 
≤=≤≤  

dxxfdxxfdxxf  
 
4.6 T istribution:

( ) ( ) ( )∫∫ ∫
∞−∞−

−=
ab

a

b

he Normal  D  
 One of t  important continuous distributions.  
 Ma acteristics are normally or 
pproximately normally distributed. 

 (Examples:  height, weight, …) 
 The probability density function of the normal distribution is 

given by: 

he most
ny measurable char

a

∞<<∞−=
−

−
xexf

x

;
2

1)(
2)(

2
1

σ
µ

πσ  

.14159). 
µ) and the 

stand
 Th h has a normal distribution has 

several important characteristics: 
1. 

where (e=2.71828) and (π=3
The parameters of the distribution are the mean (

ar eviatio σ).   
con s r.
d d n (

e tinuou v. X whic

∞<<∞− X ,  
2.  The density  function of X , f(x) , has a bell-Shaped curve:

        

 
 

a

If X is continuous r.v. en
1. 

Note:  th : 
( ) 0== aXP  for any a. 

2. ( ) ( )aXPaXP <=≤  
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=mean  µ   
standard deviation = σ 
variance  = 2σ  

 
he highest rve of  f(x) at  the mean µ . 3. T point of the cu

     (Mode = µ ) 
4. The curve of f(x) is symmetric abo

 
 74 

ut the mean µ . 
µ = mean = mode = median   

5. The normal distribution depends on two parameters: 
  mean = µ     (determines the location) 

standard deviation = σ (determines the shape) 
6. If the r.v. X is normally distributed with mean µ  and 

standard deviation σ (variance 2σ ), we  write: 
  X ~ Normal ( )2,σµ  or X ~ N ( )2,σµ  

7. The location of the normal distribution depends on µ . The 
shape of the normal distribution depends on σ. 

 
Not : The location of the normal 

s on µ and its 
e

distribution depend
shape depends on σ. 
Suppose we have two normal 
distributions: 
 _______  N(µ1, σ1) 
 -----------  N(µ2, σ2) 

 
µ1 < µ2, σ1=σ2 

 
 

3baya
Highlight Text

3baya
Highlight Text

3baya
Highlight Text

3baya
Highlight Text



 
µ1 < µ2, σ1<σ2

 
µ1 = µ , σ <2 1 σ2 

 
The Standard Normal  Distribution: 
The normal distribution with mean 0=µ  and variance 12 =σ  is 
called the standard normal distribution and is denoted by 
Normal (0,1) or N(0,1). The stan ard normal random variable is 

enoted by (Z), and we
 
write:

 
Z ~ N(0, 1) 

d
d

The probability density function (pdf) of Z~N(0,1) is given by: 
2

2
1 z

eznzf −==  
2

)1,0;()(
π

 
The standard normal distribution, Normal (0,1), is very 

ro  of any normal distribution can 
lities of the standard normal 

important because p babilities
be  calculated from the probabi
distribution. 
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Result: 
If

()

2,σµ ,   then     X ~ Normal 

σµ

−
=Z  ~ Normal (0,1). X

Calculating Probabilities of Normal (0,1): 
Suppose Z ~ Normal (0,1). 
For the standard normal distribution Z ~ N(0,1), there is

cial table used to calculate probabilities of the form: 
 a 

pes
( )aZP ≤  

 
 
(i) From the table 
 

( ) =≤ aZP

 
 
(ii)   
 Where:  
          = Fr   om the    table 

( ) ( )bZPbZP ≤−=≥ 1

( )bZP ≤

 
 
(iii) ( ) ( ) ( )azPbZPbZaP ≤−≤=≤≤
 Where: 
           = from the table 
           = from the table 

( )bZP ≤
( )azP ≤
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