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       [Solution key]                           
King Saud University 

College of Sciences 
Department of Mathematics 

   Semester 462 / Final Exam / MATH-244 (Linear Algebra)  
 

Max. Marks:  40                            Time: 3 hours 
 
 

Solution of Question 1: Correct choices: 

 

(i)  If square of a matrix A is zero matrix, then   𝐼 − 𝐴   is equal to: 

               a)    0                                 b)   (A−I) −1                        c) ✔   (A+I) −1                d)    𝐴 + 𝐼 [Mark 1] 

(ii) If  A  is a square matrix of order 3 with det(A) = 2, then det(det(
ଵ

ௗ௘௧(୅)
𝐴ଷ) 𝐴ିଵ) is equal to: 

𝑎)  1/4      b)✔ 1/2 𝑐)   1/3 d) 1/16    [Mark 1] 
  

(iii) If the general solution of 𝐴X = 𝑂 is (−2r, 4r, r), r ∈ ℝ, and (1,0, −2) is a solution of 𝐴𝑋 = 𝐵, then the 
general solution of 𝐴𝑋 = 𝐵 is: 
 
           a)    ✔(1 − 2r, 4r, r − 2)  b) (−2r, 0, −2r)   c) (−2r, 4r, r)   d)   (−2r − 1, 4r, r − 2)     [Mark 1]  
 

(iv) A subset S of ℝଷ is a basis of the vector space ℝଷ if S is equal to:    

                                           

a) ✔{(1,0,0),(0,2,1),(0,6,0)} b){(1,1,0),(2,1,0),(3,2,0)}  c){(1,1,0),(0,0,0),(3,2,1)} d) {(1,1,0),(0,0,1),(2,2,1)} 
              [Mark 1] 

(v) If  𝐵 = {𝑢ଵ = (2,1)‚ 𝑢ଶ = (4,3)} and 𝐶 = {𝑣ଵ = (0,1)‚ 𝑣ଶ = (6,0)}  are ordered bases of  ℝଶ, then the 
transition matrix 𝑷𝑪→஻ from 𝐶 to 𝐵 is equal to: 

           a) ൤
1 −1/2

−2    3/2
൨         b) ✔ ቂ−2   9

1 −3
ቃ         c)   ൥

−2
3ൗ 3

1
3ൗ −1

൩         d)  ቂ2 4
1 3

ቃ                    [Mark 1] 

 
(vi) If 𝐵 is a square matrix of order 3 with 𝑑𝑒𝑡( 𝐵)  =  2, then 𝑛𝑢𝑙𝑙𝑖𝑡𝑦(𝐵) is equal to: 

 
           a) 2              b)   1                  c)   3       d) ✔  0                          [Mark 1] 
 

(vii)  If 〈 ‚ 〉 is an inner product on ℝ௡and 𝒖‚𝒗 ∈ ℝ௡ such that ‖𝑢‖ଶ = 5‚ ‖𝑣‖ଶ = 1‚ 〈𝑢‚𝑣〉 = −2‚  then 
               〈𝑢 + 2𝑣‚ 5𝑢 − 𝑣〉  is equal to: 
 

a) √5              b) ✔   5            c)   9        d)  41             [Mark 1] 
 

(viii)  If 𝑆 = {𝐴, 𝐼ଶ} ⊆ 𝑀ଶ×ଶ(ℝ), where 𝐴 is a non-symmetric matrix, then 𝑆 must be: 
 

a) linearly dependent b) a spanning set for 𝑀ଶ×ଶ(ℝ) c) ✔linearly independent d) orthogonal [Mark 1] 
 

b)  Let 𝑻 be the transformation from the Euclidean space ℝଶ to ℝ given by 𝑻(𝒖) = ‖𝒖‖  for all 
u ∈ ℝଶ,  where   ‖𝒖‖  is the Euclidean norm of u. Then, for   𝒗, 𝒘 ∈ ℝଶ  and    𝑘 ∈ ℝ, T satisfies: 

 

                          a) 𝑇(𝒖 + 𝒗) = 𝑇(𝒖) + 𝑻(𝒗)  b) ✔𝑇(𝒖 + 𝒗) ≤ 𝑇(𝒖) + 𝑻(𝒗) c) 𝑇(𝟎) > 0 d) 𝑇(𝑘𝒖) = 𝑘𝑇(𝒖) 
           [Mark 1] 

        (x)  Zero is an eigenvalue of the matrix ൥
4    4    4
4     4    4
4     4    4 

൩with geometric multiplicity equal to: 

           a)     1                           b)✔     2                       c)     3                           d)     4            [Mark 1] 
 

      _---------------------------------------------------------------------------------------------------------------------------------- 
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Question 2 [Marks 2 + 2 + 3]: 

(a) Find the square matrix A of order 3 such that 𝐴ିଵ(𝐴 − 𝐼) = ൥
1    1    1
2    1    1
1    1    2

൩  and evaluate det(A). 

Solution: 𝑰 − 𝐴ିଵ = 𝐴ିଵ(𝐴 − 𝐼) = ൥
1    1    1
2    1    1
1    1    2

൩  ⇒ 𝐴ିଵ = ൥
   0  −  1  −  1
−2        0   − 1
−1   − 1  − 1

൩ ⇒  𝑑𝑒𝑡(𝐴ିଵ) = −1,           [Mark 1]                      

    and     𝐴 = (𝐴ିଵ)ିଵ = ൥
    1        0    − 1
   1        1   − 2
−2   −  1       2

൩.               [Mark 1] 

(b) Let 𝐴 = ൥
   1        0   − 1

    1        1   − 2 
−2   − 1        2 

൩  and  𝐵 = ൥
−2        1        1

 −1        1   − 2 
   1   − 1   − 2

൩. Find a matrix X that satisfies 𝑋𝐴 = 𝐵. 

Solution: From Part (a), 𝐴ିଵ = ൥
   0  −  1  −  1
−2        0   − 1
−1   − 1  − 1

൩ ; hence, 𝑋 = 𝐵𝐴ିଵ = ൥
−3    1     0
   0    3     2
   4    1     2

൩.          [Marks 0.5 + 1 + 0.5] 

 

(c) Solve the following system of linear equations:  
 

      𝑥 +     𝑦 +   𝑧 = 1   
  2𝑥            + 2𝑧 = 3 
  3𝑥 +  5𝑦 + 4𝑧 = 2. 

Solution: The matrix of coefficient 𝐴 = ൥
1      1      1
2      0      2
3      5      4

൩ has the inverse  𝐴ିଵ =
ଵ

ିଶ
൥
−10        1         2 
−2         1         0
10    − 2    − 2

൩.    [Marks 1.5] 

                  Hence, ቈ
𝑥
𝑦
𝑧

቉ = 𝐴ିଵ ൥
1
3
2

൩ = ൦

   
ଷ

ଶ

−
ଵ

ଶ

    0

൪.                [Marks 1.5] 

                 [The students may use any one of the methods included in the course MATH-244.] 
 

Question 3 [Marks  3 + 3 + 2]:  

 Let 𝐴 = ൥
1   0    1
1    2   3
2     0   2

൩  and  𝐵 = ൥
1    0    1
0    2    2
0    0    0

൩. Then:  

 

(a) Find a basis and the dimension for each of the vector spaces row(A), col(A), and N(A). 

Solution: 𝑅𝑅𝐸𝐹(𝐴) = ൥
1    0    1
0    1    1
0    0    0

൩. Hence, {(1,0,1), (0,1,1)}, {(1,1,2), (0,2,0)}, {(1,1, −1)}  are bases of    [Marks 2] 

                  row(A), col(A), N(A), respectively, and so, dim(row(A)) = 2 = dim(col(A)), dim(N(A)) = 1.     [Mark 1] 
 

(b) Decide with justification whether the following statements are true or false: 
 

(i)   row(A) = row(B)                     (ii)  col(A) = col(B)                       (iii)  N(A).= N(B). 

Solution: 𝑅𝑅𝐸𝐹(𝐴) = ൥
1    0    1
0    1    1
0    0    0

൩ = 𝑅𝑅𝐸𝐹 (𝐵) ⇒ row(A) = row(B) and N(A) = N(B).                       [Marks 1 + 1] 

     But, col(A)≠ col(B) since (1,1,2) ∉ 𝑠𝑝𝑎𝑛({(1,0,0), (0,2,0), (1,2,0)}).                                       [Mark 1] 
 

(c) Find all square matrices Z of order 3 such that 𝐴𝑍 = 𝑂. 
Solution: From Part (a),    {(1,1, −1)}   is a basis of the null space    𝑵(𝐴) = {X ∈ ℝଷ|  𝐴𝑋 = 0}. Hence, 

                    𝒁 = ൥
   𝑎        𝑏         𝑐
   𝑎        𝑏         𝑐
−𝑎   − 𝑏   − 𝑐

൩ satisfies 𝐴𝑍 = 𝑎𝐴 ൥
  1
   1
−1

൩ + 𝑏𝐴 ൥
  1
   1
−1

൩ + 𝑐𝐴 ൥
  1
   1
−1

൩ = 𝑎𝑂 + 𝑏𝑂 + 𝑐𝑂 = 𝑂, for all  

 

                     𝑎, 𝑏, 𝑐 ∈ ℝ.          [Marks 0.5 + 1.5] 
 

Question 4 [Marks 3 + (1 + 3)]: 
(a) Construct an orthonormal basis  C  of the Euclidean space ℝଷ by applying  the Gram-Schmidt 

algorithm on the given basis  𝐵 = {𝑣ଵ = (1,1,0), 𝑣ଶ = (1,0,1), 𝑣ଷ = (0,1,1)}, and then find the 
coordinate vector of 𝑣 = (1,2,0) ∈ ℝଷ relative to the orthonormal basis C. 

Solution: 𝑢ଵ = 𝑣ଵ = (1,1,0); 𝑢ଶ = 𝑣ଶ −
ழ ௩మ,௨భவ

ห|௨భ|ห
మ 𝑢ଵ = (

ଵ

ଶ
, −

ଵ

ଶ
, 1); 𝑢ଷ = 𝑣ଷ −

ழ ௩య,௨భவ

ห|௨భ|ห
మ 𝑢ଵ −

ழ ௩య,௨మவ

ห|௨మ|ห
మ 𝑢ଶ = ቀ−

ଶ

ଷ
,

ଶ

ଷ
,

ଶ

ଷ
ቁ. 

       Hence, C = {𝑤ଵ =
ଵ

√ଶ
(1,1,0), 𝑤ଶ =

ଵ

√଺
(1, −1, 2), 𝑤ଷ =

ଵ

√ଷ
(−1,1,1)} is the required orthonormal basis of ℝଷ. 
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      Next, < 𝑣, 𝑤ଵ > =
ଷ

√2
, < 𝑣, 𝑤ଶ > =

−1

√6
, and < 𝑣, 𝑤ଷ > =

1

√3
. Hence, [𝑣]஼ =

⎣
⎢
⎢
⎢
⎡

3

√ଶ
ିଵ

√଺
ଵ

√ଷ⎦
⎥
⎥
⎥
⎤

.               [Marks 1.5 + 0.5 + 1] 

(b) Let P2   denote the vector space of real polynomials with degree ≤ 2. Consider the linear transformation 
𝑻: ℝଷ →P2   defined by: 𝑻(1, 0,0) = 𝑥ଶ + 1, 𝑻(0,1,0) = 3𝑥ଶ + 2, 𝑻(0,0,1) = −𝑥ଶ. Then: 

 
(i) Compute 𝑻(𝑎, 𝑏, 𝑐), for all (𝑎, 𝑏, 𝑐) ∈ ℝଷ. 

 

(ii) Find a basis for each of the vector spaces Im(𝑻) and ker(𝑻). 
 

Solution: (i)  𝑻(𝑎, 𝑏, 𝑐) = 𝑎𝑇(1,0,0) + 𝑏𝑇(0,1,0) + 𝑐𝑇(0,0,1) = (𝑎 + 3𝑏 − 𝑐) 𝑥2 +  𝑎 + 2𝑏.      [Mark 1] 
                (ii) From Part (i), Im(𝑻) = {(𝑎 + 3𝑏 − 𝑐) 𝑥ଶ + (𝑎 + 2𝑏)1|(𝑎, 𝑏, 𝑐) ∈ ℝଷ} = 𝑠𝑝𝑎𝑛({ 𝑥ଶ, 1}),          [Mark 1] 

and ker(𝑻) = {(𝑎, 𝑏, 𝑐) ∈ ℝଷ|(𝑎 + 3𝑏 − 𝑐) 𝑥ଶ + (𝑎 + 2𝑏)1 = 0} 
                     = {(𝑎, 𝑏, 𝑐) ∈ ℝଷ| 𝑎 + 3𝑏 − 𝑐 = 0, 𝑎 + 2𝑏 = 0} 
                     = {(𝑎, 𝑏, 𝑐) ∈ ℝଷ| 𝑎 = −2𝑏, 𝑏 = 𝑐} 
                     = 𝑠𝑝𝑎𝑛({(−2, 1, 1)}).                                                                                                  [Mark 1] 

          Hence,  {1,  𝑥ଶ}  and {(−2, 1, 1)} are bases of Im(𝑻) and ker(𝑻), respectively.                  [Mark 1] 
 

Question 5 [Marks 3 + 2 + 3]:  Let 𝐴 = ൥
2 2 −2
2 1 −1
2 2 −2

൩. Then: 

                                                                                                               
(a) Find the eigenvalues of 𝐴. 

Solution:  𝒅𝒆𝒕(𝑨 − 𝑰) = 𝒅𝒆𝒕 ൭൥
2 −  2 −2

2 1 −  −1
2 2 −2 − 

൩൱ =  ( + 𝟏)(𝟐 − ) = 𝟎  

                   ⇒   =  −1, 0, 2  are eigenvalues of  𝐴.          [Marks 1+1+1] 
   

(b) Find algebraic and geometric multiplicities of all the eigenvalues of A. 
Solution: From Part (a), all eigenvalues of A are of same algebraic multiplicity 1.                                   [Mark 0.5] 
                  Next, 𝐸ିଵ = 𝑠𝑝𝑎𝑛({(2, −1,2)}), 𝐸଴ = 𝑠𝑝𝑎𝑛({(0, 1, 1)}), and 𝐸ଶ = 𝑠𝑝𝑎𝑛({(1, 1, 1)}). Hence, 
                  all eigenvalues of A are of same geometric multiplicity 1.                   [Marks 1.5] 
 

(c) Is the matrix 𝐴 diagonalizable? If yes, find a matrix P that diagonalizes A. 
Solution: Since eigenvalues of A are different, A is diagonalizable. Next, from Part (b), the required matrix: 

         𝑃 = ൥
   2        0         1
−1        1         1
    2        1         1

൩.                   [Marks 1.5 + 1.5] 

 
 

______________________________________________________________________________*** 
 
 


