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[Solution Key] King Saud University
College of Sciences
Department of Mathematics
Semester 471 / Final Exam / MATH-244 (Linear Algebra)

Max. Marks: 40 Time: 3 hours

Question 1 [Marks 10]: Which of the given choices are correct?

(i) Ifamatrix 4 is symmetric and AT = —A, then 4 must be:

a) identity b) non-singular c) inverse of itself d) v zero.
i) If 4 is a 4x4 matrix such that adj(A) = A™1, then the determinant |adj(4)| is equal to:

a) v |A]? b) 3]4]| c) 4 d) 2|4].

@iii) If the matrix of coefficients in the linear system AX = B is invertible, then the system must have:
a) infinitely many solutions  b) « aunique solution  c¢) no solution d) zero solution.
v) Let B ={(2,1),(2,3)} and C = {(0,1), (2,0)} be ordered bases of a vector space V, then the transition
matrix Pg_,c from B to C is:

31 1 -3 1 3 -2 6
A PR b) [_1 1] ov |1 3 d) [2 —2]'
1 4 5 2
wv) IfA=]2 1 3 0],then rank(A) is:
-1 3 2 2
a) 0 b) 1 v 2 d) 3.

wi) IfA = [_41 ﬂ, B = [g ﬂ are vectors in the vector space M, (R) with the standard inner product, then
the angle 8 between A and B is equal to:

= e—1( 2 — e-1Y2 — rpe—1_2_ — cos—1 2
a) 0 = cos (3\/§ b) 8 = cos ” c)v 0 =cos 57T d) 6 = cos N
(vii) If T: M, (R) - R2 is the linear transformation defined by T ([Ccl ZD = (a,b), V a,b,c,d € R, then ker(T)
is equal to:
s t]. 0 0 0 01.
a){[o 0].s,t € ]R} b) {[0 0} ) v {[s t].s,t € ]R} d) {(0,0)}.

iii) If {(=37 + 45,7 — 5,7, s)| 1, s € R} is the solution set of the homogeneous system AX = O and T} is the
linear transformation given by T, (X) = AX, then:
a) v nullity(T,) = 2 b) nullity(A) =0 c) rank(4T) =3 (d) ker(T,) = {0}.

(ix) If the linear transformation T:R? — R3 is defined by T (x;,x;) = (x; — X%, — x1,3%,), then the induced
matrix [T]¢ g with respect to the ordered basis B = {(2,0), (1,1)} of R? and the ordered standard basis C

of R3 is:
1 -1 2 0
1 -1 0 2 1
a) [-1 1] b)v[—z 0] ¢) [_1 L3 d) [0 )
0 3 0 3
x) IfA= [(2) _31],then the eigenvalues of A* are:

a)v 16,81 b) 23 ¢) 4,9 d)—1,2,3.
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Question 2 [Marks 2 + 2 + 2]:

11 =2 1 01
(a) LetA=[1 2 —1] and B=|1 2 2].Findthe invertible matrix C that satisfies AC™1 = B.
2 2 -1 2_1121 .
03 3|1 1 2 13 3
Solution: AC™' =B = C=B"A=|-1 < ;1[1 2 —1l= 0o - =<|
1 Lz2|t2 2 -1 1S
3 3 3 3
o 1 0
(b) Find all the values of a for which the matrix |+ 2 2 1| is non-invertible.
2.2 3
« 10 « 1%
Solution: [« +2 2 1|isnon-invertible= [a+2 2 1|=0 © a=-3,2.
a2 2 3 o 2 3

0 2 -1 1
1 -3 0 - 1]. Find rank(4) and nullity (AT).

1 -1 1 0
1 -3

~l0o 1 —

(c) Consider the matrix A =

-1
% gives rank(4) = 3, and so

0 2 -1 1
1 -3 0 -1
1 -1-1 0 0 .0 1 0 -
nullity(A") = number of columns — rank(A") = 3 —rank(A) =3 -3 = 0.
Question 3 [Marks 2 + (3 + 2+ 2)]:
(a) Consider the vector subspace E = {(x,y,z) E R}|x+y+2z =0, 2x + 3y = 0} of the vector space
R3. Find a basis B of E and a basis C of R? containing B.
Solution: (x,y,z) € E & (x,y,z) = t(—3,2,1) forall t € R. Hence, B = {(—3,2,1)} is a basis of E. Next,

Solution: A =

N O

-3 1 00 1 0 0 1
[ 2 01 0} ~ [0 1 0 3 |meansC = {(=3,2,1),(1,0,0),(0,1,0)} is basis of R3 containing B.
1001 loo 1-2
(b) Consider the vectors u; = (1,1,0), u, = (0,1,1) and uz; = (1,1, — 1) in the Euclidean space R3.
(i) Use the Gram-Schmidt process to transform the basis {4, u,, us} into an orthonormal basis
{vy, vy, v3} of R3.
Solution: By the Gram-Schmidt process: w; = (1,1,0), so that |Iw;|| =+v2 and v, = %(1,1,0). Next,

gy, S wi> (11 ) _V2(_11 ;
Wy = Uy TG W1—( 2,2,1), sothat  ||wyl] —\/; and Vz—\/g( 2,2,1). Finally,
. _ <ug, wi> _ <uz, wp> _(_11_1 _ |t _ 111
W3 = Uus TG wy TG Wy ( S5 3), so that [|ws]| \ﬁ and vy \/§( 513 3).
Thus, {v1 = ‘/%(1,1,0),172 = % (—%% 1) U3 = \/§(—§§ —i)} is the required orthonormal basis of R3.
(i1) Express the vector u = (1, 2, —2) as the linear combination of v;, v,, v5.
Solution: Since {v1 = ‘/% (1,1,0),v, = % (— %% 1) V3 = \/§(—%§ —%)} is an orthonormal basis of R3, we have
3 3
1,2,-2)=u=Y,<uv;> v =5 —%vz + V3 vs.
il Find the angle 6 between the vectors u and v;.
g 1
3
jon: 0 = cos~! —¥"> — s 132 — cosmt L =T
Solution: 6 = cos alloaV3 cosT i =cosTh ==

Question 4 [Marks 2 + 2 + 3]:
Let [T]g = [_; 3] be the matrix of the linear transformation T : R? — R? relative to the ordered
basis B = {v; = (1,3),v, = (1,4)}. Find:
(1) [T(vy)]p and [T (v;)]5 - 1 3 " 3
Solution: [[T(v)]s [T@w)ls] = [Tls = | 5 5| = [TDls =|_,]and [T@)s =[]
(i) T(v,) and T (v,).
Solution: As seen above, [T(v,)]p = [_;] and [T(vy)]p = [2], where B = {v; = (1,3),v, = (1,4)}. Hence,

T(v,) = 1v; — 2v, = 1(1,3) — 2(1,4) = (—1,-5). Similarly, T(v,) = (8,29).
(1ii) a formula for T (x, y) for all (x,v) € R2.
Solution: For any fixed, (x,y) € R2, there exists unique scalars a; and a, such that:
,y) =aqv + v, = a1 (1,3) + a,(1L,4) = (a1 + @y, 30, + 4a,) = a + a, = x,3a; + 4a, = y.
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—3x + y. Thus, by Part (ii), for all (x,y) € R?:
a;T(vy) + a;T(vy) = (4x —y)(—1,-5) + (=3x + ¥)(8,29)
(—28x + 9y, —107x + 34y).

Hence, a; = 4x — y and a,
T(x,y) = T(a1v; + a,v,)

Question 5 [Marks 4 + 2 + 2]:

00 3
Consider the matrix A = |1 1 1].
. . . 0 0, -1 . .
(1) Find the eigenvalues of A and bases for the corresponding eigenspaces.
Solution: Eigenvalues: Real number A is an eigenvalue of the given matrix4 & |[A—Al|=0& A =-1,0,1.
X X 0
Eigen spaces: (x,y,z)e E_; © A y] =—|lyle A+ ] < (x,y,2z) = z(-3,1,1). So,
0
E ;,=<(-3,1,1) >. S1m11arly,E0 < (- 1 1,0) > and E; =< (0,1,0) >.
(i1) Is the matrix A diagonalizable? Justify your answer.

Solution: From the solution of Part (i), we know that the 3x3 matrix 4 has three different eigenvalues. Hence,
the given matrix A is diagonalizable.
o (iid) Compute A9

-1

-3 -1 0 100 —3—1 o11-1 0 01°r 0o o 1
Solution: |1 1 1 0 o = 4% = 1 1/{o o o] |-1 0o -3[=4
1 0 -1 —1 1 o —-1ulo o 1 10 2

Py




