Summary of Sampling Distributions, Point Estimation, Interval Estimations and Testing Hypotheses

The Sampling Distributions of Sample Statistics:

Case 1: The Sampling Distribution of the Sample Mean X

The Sampling
Distribution of the
Sample Mean X

a2 is known & Normal or

02 is unknown &
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Case 2: The Sampling Distribution of the Difference between two

Sample Means X; — X;:

When n > 30 & of and o3 are Known & Normal or Non-Normal distribution.
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7 = (Xl - Xz) — (uy — u2) ~N(0,1)

2 2
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n; n

Case 3: The Sampling Distribution of the Sample Proportion p:

Whenn = 30,np > 5,nq >5and p = ud

-
Then
Mean (5) = 1 =

. AN 2 _ P4
Variance (p) = o} —

Standard error(p) = g5 = %

p~N (p, %)

z-P~P ~N(0,1)
rq
n

Case 4: The Sampling Distribution of Difference between two
Sample Proportions p; — P5:

When nq = 30,”2 > 30,n1p1 > 5,n1q1 > 5,n2p2 > S,nzqz > 5and ﬁl = % ,ﬁz = %,
1 2

~ A X X

P1=P2= n_i - n_z

Then

Mean (p, — p,) = Up,—p, = P1 — P2

. . AN 2 _ P191 | D292
Variance (p; — D) = 0p,—p, = n, + Ny
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Standard deviation (p; — pz) = 03

D1 — P2~N (Pl

7 =

(P11 —D2) — (01 —p2)

D2, n

P191 | P29
\/ n, + n,

.= P1Q1+P2‘I2
1~ P2 nq ny
_I_pz%)
n;
~N(0,1)

Estimations:

1. Point Estimation for the Population Parameters:

Population Point Estimator
Parameter (Sample Statistic)
Mean u X
Variance o 52
Standard Deviation o S
Proportion p p
The Difference between - o
two Means =i X1 =X
The Difference between . R
two Proportions P17~ P2 P1~ P2
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2. Confidence Intervals for the Population Parameters:

Case 1: The Confidence Interval for the Population Mean u:

The (1 — @)100%

Confidence Interval for
the Population Mean u

| |
2 .
o< is known + Normal .
a2 is unknown +

Non-N |
glirstr(i)gutig;ma Normal Distribution
+7 a—r X+ >
T4, a Tt a—
2Vn 1=5Vn

Case 2: The Confidence Interval for the Difference between two
Population Means p; — u,.

The (1 — a)100%

Confidence Interval for the
Difference between two

2 2
o{= 045 = o are unknown
o2 and g2 are known but eqlfal
2 2 X1—-X)tt aS —1+—1
— _ . o. 1742) Lty 29
1 2
X1=X)+Z, a |—+—> Z M M
24 N1 n,
—1)S? + (n, — 1)S%
.S'p=\/(n1 n)l_l*_nz(izz ) z ,d.f= ng+n; —2
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Case 3: The Confidence Interval for the Population Proportion p:

Whenn = 30,np > 5,nq >5and p = ud

n .

Then the (1 — @)100% confidence interval for p is

Case 4: The Confidence Interval for the Difference between two
Population Proportions p; — p,:

A Xy . X
When n; = 30,n, = 30,n,p; > 5,n,q; > 5,n,p, > 5,n,q, >5and p; = n—l Py = n—z,
1 2
. . X1 X
P1 — D2 :n_i_n_z'

Then the (1 — @)100% confidence interval for p; — p, is

p1G1 N D242
n, n,

(P —P2) £ Zl_ﬁ
2

value—mean

The General Formulas: [ =—
standard error

estimator =+ (reliability cofficientxstandard error)
Or estimator + margin of error
where,
Standard error = standard deviation
Estimator = Point estimate

Reliability coefficient = table value =Z, aort,_«

2 2
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Hypotheses Testing:

e A hypothesis is a statement about one or more populations.

e A statistical hypothesis is a conjecture (or a statement) concerning the
population which can be evaluated by appropriate statistical technique.

e We usually test the null hypothesis (Hy) against the alternative (or the
research) hypothesis ( H4 or H;) by choosing one of the following situations:
Two-sided hypothesis:

Hy: 0=0, against Hy: 6 #6,
One-sided hypothesis:
(1) Hy:0>0, against Hy: 0 <8,
(1) Hy:0<0, against H,: 0> 9,
e There are 4 possible situations in testing a statistical hypothesis:

Condition of Null Hypothesis H
(Nature/Reality)
H, is true H, is false
Possible | Accepting H, Correct Type Il error
Action Decision (B)
(Decision) | Rejecting Hy, | Type I error | Correct Decision
()

e There are two types of errors:
(i)  Type I error = Rejecting Hy when Hy is true
P(Type I error) = P(Rejecting H | Hy is true) = a
Which is called the significance level of the test.
(1i1))  Type II error = Accepting Hy, when H,, is false
P(Type II error) = P(Accepting Hy | H 1s false) =3
e The test statistic has the following form:

o estimate — hypotheized parameter
Test Statistic =

standard error of the estimate
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1. Hypotheses Testing for the population Mean (u):

Ho: = ugy vs Ho:p < po vs Ho:p = po vs
Hypotheses 0 0 0 0 0 0
P Hp:p # po Hp:pe > o Hp:p < o
Assumptions: First Case: o2 is known; Normal or Non-Normal Distribution
Test Statistic X — o
Z = ~N(0,1
(T.S)) o/\n 0.1)
Rejection Region
(RR) &
Acceptance
Region (A.R.) of
Hy
Critical Value
We reject Hy (and accept Hy) at the significance level « if:
Decision Z<-Z, 1-2
OI'Z > Z a Z > Zl—a Z < _Zl—a
2
Assumptions: Second Case: ¢ is unknown; Normal Distribution
Test Statistic X-u e
(T.S) T=5w ey  df=v=n-1
Rejection Region
(RR) &
Acceptance
Region (A.R.) of
Hy
Critical Value
We reject Hy (and accept Hy) at the significance level a if:
. . T<—t, «a
Decision 1—-
or T > tl_g T > tl—a T < _tl—a

2
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2. Hypotheses Testing for the Difference Between Two
Population Means (i1 — u,)(Independent Populations):

Hy:pq = py vs Hy:py < py vs Hy:pqy = py vs
Hvpotheses 0' M1 2 0' M1 2 o' M1 2
P Hy:py # Hy:py > Hy:py < iy
Assumptions: First Case: o and o7 are known
7=57% _yon
Test Statistic N N R ~N(0,1)
(T.S.) 91,92
Rejection Region
(RR) &
Acceptance
Region (A.R.) of
Hy
Critical Value Zi-u —Z1_q
We reject Hy (and accept Hy) at the significance level a if:
. < —Z, «a
Decision 1-5
or Z>7, ¢ Z>Zi_4 Z < —7Zi_,
2
Assumptions: Second Case: o and g2 are unknown but equal (¢ = 07 = 02)
X1—-X
Test Statistic T=-—=~tny+n;=2), df =v=n3+n, =2
(T.S.) b, 5p g2 _ (= DSF +(na = 1S3
ni Ny - nyg+n,—2
Rejection Region
(RR) &
Acceptance
Region (A.R.) of
Hy
Critical Value t1_g —ti_q
We reject Hy (and accept Hy) at the significance level a if:
- T<—t, «a
Decision 1—-
or T > tl_g T > tl—a T < _tl—a
2
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3. Confidence Interval and Hypotheses Testing for the Difference
Between Two Population Means (@ — u, = up) for
Dependent (Related) Populations: Paired t-Test:

Calculate the
Quantities

e The differences (D-observations): D; = X; —Y;, i =1,2,...,n
e Sample Mean of the D-observations: D = %

n .—D)2
e Sample Variance of the D-observations: Sj = —Zl:lfi‘l b)

e Sample Standard Deviation of the D-observations: S, = /S3

Confidence Interval for up = py — sy

100(1 — )%
Confidence
Interval for up

Sp
-z )
2

D+t df =v=n-1

S

Hypotheses Testing for up = p; — U,

Ho:py = pp vs Ho:py < pp vs Ho:py 2 pp vs
Hp:py # p Hp:py > Hp:py < iy
Hypotheses or or or
Hy:pup =0 vs Hy:pup <0 vs Hy:pup =0 vs
Hy:pup #0 Hy:up >0 Hy:up <0
Test Statistic T = ~ttn—1), df=v=n-1
(T.S.) sy D A

Rejection Region

(RR) &
Acceptance
Region (A.R.) of
HO of Hy —t1_q4
Critical Value ti_q —ti_a

We reject Hy (and accept Hy) at the significance level a if:

- T<—t, «a

Decision 1—

or T>t, e T>ti_q T<—ti_q4

2
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4. Hypotheses Testing for the Population Proportion (p):

Hy:p =py vs Hy:p < pg vs Hy:p = pg vs
Hypotheses 0 0 0 0 0 0
7P Hy:p # po Hy:p>p Hy:p <po
) — X
Test Statistic Z = P~ Do ~N(0,1), p= -

(T.S.)

Rejection Region
(RR) &
Acceptance
Region (A.R.) of
Hy

Critical Value

~Z, a

2

and Z,_ «a

Zi-a

2

Decision

We reject Hy (and accept Hy) at the significance level a if:

Z<—Z ¢«
2
or Z>7 a
2

Z>7i 4

Z < _Zl—a
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5. Hypotheses Testing for the Difference Between Two
Population Proportions (p; — p»):

Ho:p1 =ps vs Ho:p; < p, vs Hy:py =p, vs
Hypotheses Hops % po Hoip >p iy
_ P1— P2 ~N(0.1)
Test Statistic \/25(1 -p) , pA—p)
(T.S) n n,
X, X o X+ X
P1—n_1; Pz—n—z; p_n1+n2

Rejection Region

(RR) &
Acceptance
Region (A.R.) of
Hy
Critical Value —Z 1-2 and Z 1-2 Zi—u —Z1-«
We reject Hy (and accept Hy) at the significance level a if:
. Z<—Z «a
Decision 1-
or Z > Zl_g Z > Zl—a Z < _Zl—a
2
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