Solution of Final Examination

King Saud University: = Mathematics Department Math-254
First Semester 1431-32 H Solution of Final Examination
Maximum Marks = 50 Time: 180 mins.

Name of the Student: I.D. No.

Name of the Teacher: Section No.

The Answer Table for Q.1 to Q.15 : Marks: 2 for each one (2 x 15 = 30)

Ps. : Mark {a, b, ¢ or d} for the correct answer in the box.

Q. No. |1 2 |3 4 |5 6 |7 8 |9 10 11 12 13 14

15

abed| a | b d b c a c d d a b c c b

Quest. No. Marks

Q. 1to Q.15

Q. 16

Q. 17

Q. 18

Q. 19

Total




Question 1: The error bound for the 5" approximation to the solution of the nonlinear
equation f(x) =0 in [1.5,2] using bisection method is:

() o OFs (© ¢ (@) <

Question 2: If the root of the nonlinear equation f(x) = 0 in [0.5,2] is a fixed point of the
equation g(z) = /2 — x, then f(z) =0 is:

(a) 22 +2-2=0 (b)

xT

N —2=0 (d)2>2—z2+2=0
T

—z=0 (c) 23:_3:

Question 3: The rate of convergence of Newton’s method to the root a = 0 of the equation
cosz — 1 —0.522 =0 is:

(a) order 1 (b) order 2 (c) order 3 (d) order 4

Note: The following information will be used in Questions 4 to 6:
14 2 1 0.3 —0.2 - 3
=] =0 ] e ]
Question 4: The solution of the linear system Ax = b using LU-decomposition (l; = 1) is:
(a) [1.1,-0.7)7 (b) [0.1,-0.7]7 (c) [1.1,0.7)F (d) [-1.1,-0.7)T

Question 5: The relative error with respect to the approximate solution x = [0.4, —0.6] for
lso-norm is bounded by:

(a) 2.6 (b) 2.7 (c) 2.8 (d) 2.9

Question 6: Using Jacobi iteration method with the initial approximation [0, O]T, the error
bound ||x — x| is:

3 3 3 3
il b) = il d) =
(@) 33 (®) 2 ©) 3 @ 15
Question 7: If the best approximation of f(1.5) using Newton’s quadratic interpolating poly-
nomial is 7 and f[1,2,3,4] = 8, then the Newton’s cubic polynomial p3(1.5) gives:
(a) 10.0 (b) 9.0 (c) 12.0 (d) 11.0

Question 8: Let f(x) = In(z 4 2) be given at the points —1,0,4, then the upper bound in
approximating In 3 using a quadratic interpolating polynomial is:

(a) 2.0 (b) 1.0 (c) 3.0 (d) 4.0



Question 9: If a function f(x) satisfies the conditions f[—1,1] =1, f/(1) =5, f'(-1) = —1,
then f[1,—1,1] equals:

(a) 2.0 (b) 3.0 (c) 4.0 (d) 5.0

cx — 2, fo<z<l1

Question 10: If S(x) = is a linear spline of a function f(x), then
4d—c)x, fl1<e<2

the value of c is:

(a) 3.0 (b) 2.0 (c) 4.0 (d) 1.0
Note: The following information will be used in Questions 11 to 13:

z| 0.0 01 02 03 04 045 05
fx)|-2.0 00 3.0 5.0 80 10.0 14.0

Question 11: The best approximate value of f’(0.3) using 3-point difference formula is:

(a) 25.0 (b) 20.0 (c) 30.0 (d) 35.0
Question 12: The best approximate value of f”(0.4) is:
(a) 300 (b) 250 (c) 350 (d) 400

0.5
Question 13: The best approximate value of f(x) dz is:
- 0

(a) 2.2 (b) 1.8 (c) 2.0 (d) 1.6
115
Question 14: The error bound in approximating / porar dx using the composite Trape-
- 0
zoidal rule with n =5 is:
(a) 0.1 (b) 0.1 x 1071 (c) 0.1 x 1072 (d) 0.1 x 1073

Question 15: For IVP ¢/ + 3y =4, y(0) = 5, the approximate value of y(0.1) using Taylor’s
method of order two when n =1 is:

(a) 4.065 (b) 4.650 (c) 4.560 (d) 4.506



Question 16: Show that a =1 is the root of the nonlinear equation [5 points]

2t — 23 =322 + 5 = 2.

Use quadratic convergent method to find its first approximation z( if z(©) = 0.5.

Solution. Since
flz)=at — 23— 32% + 5z — 2

and
f)=1"—-1°-3(1)*+5(1)-2=1-1-3+5-2=0

therefore, a = 1 is the root of the given nonlinear equation. Now to check that the root is
simple or multiple, we take the first derivative of the given function as follows:

fl(x) =423 — 322 — 62 +5
and its value at a =1 is
(1) =41 =3(1)> =6(1) +5=4-3-6+5=0

which means that o = 1 is the multiple root of the given nonlinear equation. To find its order
of multiplicity, we take the higher derivatives as follows:

fi@) = 1266 1) = 0
@) = 2dr—6. fU(1) = 24(1)=6=18#0,

so, the order of multiplicity of the given root is 3.
For the approximation of a multiple root of the nonlinear equation the quadratic convergent
method is the modified Newton’s method which is

=Ty — =0,1,2,...
Tn+1 T mf/(xn)u s Ly 4y
For the first approximation, we use
f (o)

1 =g —mMm

f'(x0)’

which becomes
[z — 23 — 32¢ + 5xo — 2

[4z3 — 323 — 620 + 5]

Using m = 3 and x¢ = 0.5 in the above formula, we get

1 =Xp—Mm

05 3[(0.5)4 —(0.5)3 — 3(0.5)2 4 5(0.5) — 2]
T T TT05)3 — 3(0.5)% — 6(0.5) + 5]
and it gives
s 3[(0.5)4 —(0.5)% = 3(0.5)% + 5(0.5) — 2]
e [4(0.5)% — 3(0.5)2 — 6(0.5) + 5
So
1 =05— 5 (203125) +0.5357 = 1.0357 ~ o = 1.

(1.7500)



Question 17: Solve the following system of linear equations using the Gaussian elimination
with partial pivoting [5 points]

r1 + x2 + xr3 = 1
201 + 3x9 +  4dxs
4r1 + 9x0 + 163

11

Solution. For the first elimination step, since 4 is the largest absolute coefficient of first variable
x1, therefore, the first row and the third row are interchange, giving us

4r1 + 9x9 + 1lb6zg = 11
207 + 3z + 4dx3 = 3
r1 + T2 + rx3 = 1

2
Eliminate first variable 1 from the second and third rows by subtracting the multiples ms; = 1

1 . .
and mg; = 1 of row 1 from row 2 and row 3 respectively, gives

4xr1 + 929 + 163 = 11
— 3/23)2 — 43)3 = —5/2
— 5/43)2 — r3 = —7/5

For the second elimination step, —3/2 is the largest absolute coefficient of second variable x5,

5
so eliminate second variable zo from the third row by subtracting the multiple mgs, = 6 of row

2 from row 3, gives

4z, + 920 + 16z3 = 11
— 3/2%2 - 4%3 = —5/2
1/3z5 = 1/3

Obviously, the original set of equations has been transformed to an equivalent upper-triangular
form. Now using backward substitution, gives

xry = 17 T2 = _17 €r3 = 17

which is the required solution of the given linear system. °



Question 18: Let zg € (a,b), wheref € C?[a,b] and that 21 = 29 + h € (a,b) for some h # 0,
then show that [5 points]

f(onrh)—f(ﬂ?o)'

f(xo) = A

Use the above derived formula to find the approximate value of the derivative f’(2.5) of the
function f(z) = (x + 1) In(z + 1), with A = 0.05.

Solution. Consider the linear Lagrange interpolating polynomial p;(z) which interpolate f(x)
at the given points is

£@) i) = (=) fa) + (=2 ) (o) (1)

Tro — I1 Tr1 — X0

By taking derivative of (1) with respect to z and at = xg, we obtain

f(@o) n f(x1)

Lo — 1 T1— X0

F1(@)o=ao = P () |o=ay =

Simplifying the above expression, we have (taking h = x1 — x¢)

f(xo) | flwo+h)
h + h

f(wo) = —

which can be written as

f/(xo) ~ f(ﬂi‘o + h]i — f(:EO) ) (2)

It is called the two-point formula.

Using the above formula, with xy = 2.5, we have

F(2.5+ h) — f(2.5)
I

7(25) ~
Then for h = 0.05, we get

F(2.55) — £(2.5)

f'(25) = 005

(2.55 + 1)In(2.55 + 1) — (2.5 4 1) In(2.5 + 1)

= 2.2599.
0.05 599

Q



21
Question 19: How many subintervals approximate the integral / oy dx, to an accuracy
- 0T

1075 using the Simpson’s rule ? Also, compute the approximation. [5 points]

Solution. To find the subintervals for the given accuracy, we use the following Simpson’s
formula

(b— a)s -5
E < M<1

where

If P ()| < M = 01%1352#(4)(95)!

and 7(z) is unknown point in (0, 2). Since the fourth derivative of the function is

24
) -
f@) (x +4)°
and therefore, we have M = 0.0234, at x = 0. Thus
(2-0)° 5
.0234) <1
180n* (0.0234) < 10
or . .
o> 2° x 10° x (0.0234)
- 180
It gives
nt > 416
n? > 20.40
n > 4.52

Hence to get the required accuracy, we need n = 6 subintervals (because n should be even) that
ensures the stipulated accuracy.
The composite Simpson’s rule for n = 6, can be written as

S6(f) = 57 @o) + 41f () + F(ws) + F(ws)] + 207 (w2) + )] + f ()]

and since

i) :0,x1 = 1/3,%2 :2/3,x3 :3/3 = 1,%4 :4/3,$5 :5/3,$6 :6/3: 2

because 9_0 1
=53
Thus
So(1) = L2 700) + 4L (1/3) + F1) + 1(5/3)) +21(2/3) + F(4/3)] + S(2)]

1
Si iven, = ——  therefore
ince given, f(x) P erefo

S6(£) = 5 [(1/4) + 4[3/13) + (3/15) + (3/17)] + 21(3/14) + (3/16)] + (1/6)]
Se(f) = %[3.6492] = 0.4055
Hence > 4
/0 —— do = Sy(f) = 0.4055
the required approximation. °



Solution of MCQ)

Question 1. To compute the error bound for the nth approximation we use the formula

b—a
on '

lae — ¢p| < n>1

so to find the error bound for the 5! approximation we have

2-15 05 1

|OZ—C5|§725 =55 7k

Question 2. Since
fla)=2z—g(x)=0

and given

r=gx)=v2—z or *=2-2z
Thus
fx)=2"+22-2=0.
Question 3. Given
f(z) =cosz — 1 —0.5z>

and at a = 0, we have
£(0) = cos(0) —1—0.5(0)>2 =0

which means that « = 0 is the root of the given equation. Also,
f(z) = —sinz — 1.02

and f/(0) = 0, shows that o = 0 is the multiple root of the given equation. For multiple root
the rate of convergence of Newton’s method is linear.

Question 4. Using LU-decomposition (I;; = 1), the factorization of the matrix is

a4 2]_] ro]fs 2
1 3] 10251 0 25 |-
Solving the lower system
we get

and the upper system

gives
z1=1.1 and zo = —0.7.

Question 5. Since we know the formula for the relative error with respect to the approximate

solution is
K(A)H, provided x =0, b#0

[Ix — x|



First we compute the condition number of the matrix as follows:
K(A) = |AlllA™ oo = (6)(0.5) =3
The residual vector can be calculated as

r = b-— Ax*

After simplifying, we get

and it gives

”r”oo =2.6
Hhus Ix—x . (26)
X — X .
<@)EY g
Y 3

Question 6. The error bound formula using Jacobi method is

k
[x — X(k)” < Mnx(l) _ X(O)H
1 — |7l

Since the first approximation by Jacobi method is x() = [3/4, —1/3]7 and the Jacobi iteration
matrix is

1
0 =3
T;=-DNL+U)=
1
-= 0
3

Then the I, norm of the matrix 7T is

1 1 1
T/l = max {5, 5} =5

Now using k = 4, we have

(1/2)* 3/4 0
e — x| < 1-1/2 |< -1/3 ) - ( 0 )H
or 1 3
[x —x@| < 5(3/4) ~ 39

Question 7. The Newton cubic interpolatory polynomial ps(z) that fits at all four points
ro=1,21 =2,20 =3, 24 =4, is

p3(z) = pa(x) + flzo, 21, 22, 23] (T — o) (@ — 1) (2 — 22)
Given po(1.5) = 7 and f[1,2,3,4] = 8, we have

p3(1.5) = pa(1.5) + f[1,2,3,4](1.5 — 1)(1.5 — 2)(1.5 — 3)



Thus
f(1.5) = p3(1.5) =7+ 8(0.5)(—0.5)(—1.5) =7+ 3 = 10.

Question 8. To compute the error bound for the approximation of In3 using the quadratic
interpolating polynomial py(z), we have

5@ - pa@) = PN o )@ 1)~ )
Since the third derivative of the given function is
" o 2
and )
17" (n(x))| = ‘(77(33) oyl for n(z) € (—1,4)

Then )

M=, [ arop| =20
and 216

70 - < 20— g0

Question 9. Since we know the second divided difference of the function is

flzy,z1] — flzo, z1]

flzr, xo, 21] = flzo, x1, 1] =

Ir1 — X0
Then ,
flo,z1, 1] = f(z1) — flwo, 1]
1 — X
Using the given information, we have
(@) = fI=11]
-1,1,1] =
f[ ) 9 ] 1 _"_ 1
or 51
fl-1,1,1] = —— =2.0.
2
Question 10. For linear spline, we know that
s(1) = f(1)

which gives

c(l)y—2=04-0)(1) gives c=3.0.
Or, the function must be continuous at = 1, which means that the limit of the function must
exists at x = 1. This implies that left hand limit and the right hand limit at £ = 1 are equal,
that is:

lim f(z) = lim f(z)

z—1~ z—1+
limczx—2 = lim (4—c)z
z—1- x—1+

c—2 = 4—c¢
2c = 6
c = 3.0.

10



Question 11. The best approximate value of f’(x1) using 3-point difference formula will be
central difference formula which is

f(x1+h) = f(xy —h)

J'(x1) ~ oh

Now using 1 = 0.3 and h = 0.1 in the above formula, we have

) _ f(0340.1) = f(0.3-0.1)  f(0.4) — f(0.2)
F103) ~ 2(0.1) - 0.2

which gives
f(0.4) — f(0.2) 8.0-3.0

0.2 02 20

1/(0.3) ~

Question 12. Since the three-point central-difference formula for the approximation of
the second derivative of a function f(x) at the given point x = x; is

flxi—h) =2f(x1) + f(x1 + h)
12

f(z1) =
Now using z1 = 0.4 and h = 0.1, we get

F(0.4—0.1) — 2f(0.4) + f(0.4+0.1)

£7(0.1) ~ (01)2

which gives
£(0.3) —2£(0.4) + f(0.5) _ 5.0 — 2(8.0) + 14.0

f10.n~ (0.01) (0.01)

or 30
"(0.1) ~ —— = 300.
J(01) (0.01)

Question 13. The given points at equally spaced are
Tro = 0.0,1’1 = 0.1,ZE2 = 0.2,ZE3 = 0.3,1’4 = 0.4,ZE5 =0.5

therefore, the best approximate value of the given integral can be obtained only by Composite
Trapezoidal’s rule because n = 5. Composite Trapezoidal’s rule for six points or n =5 is

T5(F) = [ (o) + 20 (e1) + Fla) + F(os) + Flaa)] + Fos)]
Taking h = 0.1, we get

Ts(f) = 5 [£(0.0) +217(01) + F(02) + £(03) + FO4) + F(0.5)

or
0.1
T5(f) = & [~ 20+2(0.0+3.0+5.0+8.0] + 14.0]

Thus 05 01 01
J@)de ~ T5(f) = = [ —2.0+32+ 14.0} = - (44) = 22.
0
Question 14. The global error in the composite Trapezoidal rule is
2

— 50— a)f" (), () € (a,b)

Er, (f) =

11



The second derivative of the function can be obtain as

15 30

f(x) = NCESE and f"(z) = CEE

Since n(z) is unknown point in (0, 1), therefore, the bound |f”| on [0,1] is
30
_ " _ _
M = g @) = [l = 300
Thus the error bound in approximating the given integral using the composite Trapezoidal rule

i _ )

By (f)] < 5= (30) = 0.1.

Question 15. The Taylor’s method of order two is
h2
Yi+1 :yl+hf(xl7yl)+7f/(xwyl)7 fOI' l :071727374
Since f(z,y) =4 — 3y, f'(z,y) = =12+ 9y, and 2o = 0, yo = 5, then for i = 0, we have
2

h
y(z1) =yr = yo+h(4 = 3yo) + 5 (=12 + 9yo)

y(0.1) ~y1 = 5+ (0.1)(4 — 15) + (0.005)(—12 + 45) = 4.065.

12
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Solutions of Three-Types of MCQ

The Answer Table for Q.1 to Q.15 : Marks: 2 for each one (2 x 15 = 30)

Ps. : Mark {a, b, c or d} for the correct answer in the box. (FInal)- First Type

Q. No. | 1 2 3 4 ) 6 7 8 9 10 11 12 13 14 15

abed | a | b d b ¢ a ¢ d | d a b ¢ ¢ b a

Ps. : Mark {a, b, ¢ or d} for the correct answer in the box. (FINal)- Second Type

Q. No. | 1 2 3 4 ) 6 7 8 9 10 11 12 13 14 15

abed | ¢ | d b a b d a c | b ¢ d a a d ¢

Ps. : Mark {a, b, ¢ or d} for the correct answer in the box. (FINAIl)- Third Type

Q. No. |1 2 13 4 |5 6 |7 8 |9 10 11 12 13 14 15

abed | b | a ¢ d a ¢ b a | a b ¢ d b a d




