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In this lecture, you will learn the following items:

• How to perform the Mann−Whitney U-test.

• How to construct a median confidence interval based on 

the difference between two independent samples.

• How to perform the Kolmogorov−Smirnov two-sample 

test.

OBJECTIVE



INTRODUCTION

Suppose a teacher wants to know if his first-period’s early class

time has been reducing student performance. To test his idea, he

compares the final exam scores of students in his first-period

class with those in his fourth-period class.

In this example, each score from one class period is

independent, or unrelated, to the other class period.

The Mann−Whitney U-test and the Kolmogorov−Smirnov two-

sample test

are nonparametric statistical procedures for comparing two

samples that are independent, or not related. The parametric

equivalent to these tests is the t-test for independent samples.



In this lecture, we will describe how to perform and interpret a

Mann−Whitney U-test and a Kolmogorov −Smirnov two-

sample test. We will demonstrate the small samples for each

test.



COMPUTING THE MANN−WHITNEY U-TEST
STATISTIC

The Mann−Whitney U-test is used to compare two unrelated, or

independent, samples.

The two samples are combined and rank ordered together. The

strategy is to determine if the values from the two samples are

randomly mixed in the rank ordering or if they are clustered at

opposite ends when combined.

A random rank ordered would mean that the two samples are not

different, while a cluster of one sample’s values would indicate

a difference between them.

In Figure 1, two sample comparisons illustrate this concept.





Use Formula 1 to determine a Mann−Whitney U-test statistic for

each of the two samples. The smaller of the two U statistics is

the obtained value:



After the U statistic is computed, it must be examined for

significance. We may use a table of critical values (Table B.4).

However, if the numbers of values in each sample, ni, exceeds

those available from the table, then a large sample

approximation may be performed.

At this point, the analysis is limited to identifying the presence

or absence of a significant difference between the groups and

does not describe the strength of the treatment. We can consider

the effect size (ES) to determine the degree of association

between the groups. We use Formula 2 to calculate the ES:



The ES ranges from 0 to 1. Cohen (1988) defined the

conventions for ES as small = 0.10, medium = 0.30, and large =

0.50. (Correlation coefficient and ES are both measures of

association).



Example

Mann−Whitney U-Test 

The following data were collected from a study comparing two

methods being used to teach reading recovery in the 4th grade.

Method 1 was a pull-out program in which the children were

taken out of the classroom for 30 min a day, 4 days a week.

Method 2 was a small group program in which children were

taught in groups of four or five for 45 min a day in the

classroom, 4 days a week. The students were tested using a

reading comprehension test after 4 weeks of the program.

The test results are shown in Table 1.





1 State the Null and Research Hypotheses 

The null hypothesis states that there is no tendency of the ranks

of one method to be systematically higher or lower than the

other. The hypothesis is stated in terms of comparison of

distributions, not means. The research hypothesis states that the

ranks of one method are systematically higher or lower than

the other. Our research hypothesis is a two-tailed, non-

directional hypothesis because it indicates a difference, but in

no particular direction.



3. Choose the Appropriate Test Statistic 

The data are obtained from two independent, or unrelated,

samples of 4th-grade children being taught reading. Both the

small sample sizes and an existing outlier in the second sample

violate our assumptions of normality. Since we are comparing

two unrelated, or independent, samples, we will use the

Mann−Whitney U-test.



4. Compute the Test Statistic 

First, combine and rank both data samples together (Table 

2).







5. Determine the Value Needed for Rejection of the Null 

Hypothesis Using the Appropriate Table of Critical Values 

for the Particular Statistic

Since the sample sizes are small (n < 20), we use Table B.4 in

Appendix B, which lists the critical values for the

Mann−Whitney U.

The critical values are found on the table at the point for n1 = 7

and n2 = 7.

We set = 0.05. The critical value for the Mann−Whitney U is 8.

A calculated value that is less than or equal to 8 will lead us to

reject our null hypothesis.



6. Compare the Obtained Value with the Critical Value 

The critical value for rejecting the null hypothesis is 8 and the

obtained value is U = 7. If the critical value equals or exceeds

the obtained value, we must reject the null hypothesis.

If instead, the critical value is less than the obtained value, we

must not reject the null hypothesis.

Since the critical value exceeds the obtained value, we must

reject the null hypothesis.





8. Reporting the Results 

The reporting of results for the Mann−Whitney U-test should

include such information as the sample sizes for each group, the

U statistic, the p-value’s relation to , and the sums of ranks for

each group.

For this example, two methods were used to provide students

with reading instruction.

Method 1 involved a pull-out program and method 2 involved a

small group program. Using the ranked reading comprehension

test scores, the results indicated a significant difference between

the two methods (U = 7, n1 = 7, n2 = 7, p < 0.05).





Confidence Interval for the Difference between Two 

Location Parameters



The sample procedure to be presented later is based on the data

from Table 2 near the beginning of this chapter.

The values from Table 2 are arranged in Table 3 so that the

method 1 (X) scores are placed in order across the top and the

method 2 (Y) scores are placed in order down the side. Then,

the n1n2 differences are calculated by subtracting each Y value

from each X value.

The differences are shown in Table 3. Notice that the values of

Dij are ordered in the table from highest to lowest starting at the

top right and ending at the bottom left.







COMPUTING THE KOLMOGOROV–SMIRNOV TWO-

SAMPLE TEST STATISTIC

In Lecture 2, we used the Kolmogorov–Smirnov one-sample

test to compare a sample with the normal distribution. We can
use the Kolmogorov–Smirnov two sample test to analyze two

different data samples for independence. Our data must meet

two assumptions.



where m is the sample size of X and n the sample size of Y.



Next, use Formula 3 to find each absolute value divergence D

between the empirical distributions functions:

Use the largest divergence Dmax with Formula 4 to calculate the 

Kolmogorov–Smirnov test statistic Z:



Then, use the Kolmogorov–Smirnov test statistic, Z, and the

Smirnov (1948) formula (Formula 5, Formula 6, Formula 7,

Formula 8, Formula 9, and Formula 10) to find the two-tailed

probability estimate p. This is the same procedure shown in

Lecture 2 when we performed the Kolmogorov–Smirnov one-

sample test:





Example
Kolmogorov–Smirnov Two-Sample Test

We have two methods.

Method 1 was a program in which children were taken out of the

classroom for 30 min a day, Monday through Thursday

each week.

Method 2 was a small group program in which the children

were taught in groups of no more than five for 45 min a

day in the classroom. These small classes were taught

Monday through Thursday, also. The students were tested

using a reading comprehension test after 4 weeks of

instruction.

Table 2 recalls the data from the study involving reading

recovery in the 4th grade.





1. State the Null and Alternate Hypotheses 

Let X1, . . . , Xm, and Y1, . . . , Yn be independent random samples.

The null hypothesis indicates that there is no difference between

the reading groups X and Y. Our research hypothesis is a two-

tailed, non-directional hypothesis because it indicates a

difference, but in no particular direction.





4. Compute the Test Statistic 

Begin by computing the empirical distribution functions for the 

X and Y samples:



We use the data in Table 2 and Formula 3 to find each 

divergence and

generate Table 3.

Next, we find the largest divergence Dmax. Table 3 shows that 

Dmax = 6/7 = 0.86.

Now, we use Formula 4 to calculate the Kolmogorov–Smirnov 

test statistic Z:









7. Interpret the Results 

We rejected the null hypothesis, suggesting that the two

methods for teaching reading recovery have significantly

different effects on the learning of students. In studying the

results, it appears that method 1 was more effective than

method 2, in general.



8. Reporting the Results 

When reporting the results from the Kolmogorov–Smirnov two-

sample test, include such information as the sample sizes for each

group, the D statistic, and the p-value’s relation to .

For this example, two methods were used to provide students

with reading instruction. Method 1 involved a pull-out program

and method 2 involved a small group program. Both methods

include seven participants. The results from the Kolmogorov–

Smirnov two-sample test (D = 0.857, p < 0.05) indicate a

significant difference between the two methods.

Therefore, we can state that the data support the pull-out program

as a more effective reading program for teaching comprehension

to 4th-grade children at this school.



SUMMARY

Two samples that are not related may be compared using a non-

parametric procedure.

Examples include the Mann–Whitney U-test (or the Wilcoxon

rank sum test) and the Kolmogorov–Smirnov two-sample test.

The parametric equivalent to these tests is known as the t-test

for independent samples.

In this lecture, we described how to perform and interpret the

Mann–Whitney U-test and the Kolmogorov–Smirnov two-

sample test. We demonstrated a small samples for each test.


