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CHAPTER 1

Discrete Random Variables.
Uniform Distribution.
Binomial Distribution.

Hyper geometric Distribution.
Poisson Distribution.



Discrete Random Variables:

e 0<f(x)<1 o E(X?) =Yx*f(x)
e Yfl)=1 e E(aXtb)=
e f(x)=PX =x) aE(X)t b
o u, =EX) = o Var(aX +b) =
Y x f(x) a’Var(X)
o of=Var(X) = E(X?) - e F(x)=P(X <x)
E(X)?

QL. Let the random variable X having the probability distribution (p.m.f) as:

X -3 6 9

f(x) | 1/6 | 1/2 1/3
(A)Find the probability that:

I. The random variable X assumes a non-negative value.

PX=6)+P(X=9)=+-=1

ii. The random variable X assumes a value less than 7.

P(X<7)=P(X=—3)+P(X=6)=%+

N | =

1i.  Calculate the cumulative distribution function (CDF), denoted by F,
for x=-4, x=-3, x=0, x=3, x=6, x=9 and x more than 9

F(x=-4)=0and F(x=-3)=f(-3)=1/6 and F(x =0) = F(x =-3) = 1/6
F(x=3) =F(x=-3)=1/6 and F(x=6) =f(-3) + f(6) = 1/6 + 1/2 =4/6
F(9) = f(- 3) + f(6) + f(9) =1/6 +1/3 +1/2 =1
Finally, we have F(x) = P(x>9)=1-P(x<=9)=1-1=0

(B)Find p, and 6% and then deduce each of u, and 3; whereY = 3X — 6.
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e =EQ) =Yxf() =(-3x2)+(6x3)+(9x3) ==

oZ = E(X?) — E(X)?

R = = (5 x2) (652 015 =
Jf:E(XZ)_E(X)Zzgz_g_(%)Z:Z_S 21

11
uy =E(Y)=EGBX—-6)=3XE(X)—6=3x—=-6==

o2 = Var(Y) = Var(3X — 6) = 32Var(X) = 9 X 6:5

Q2. A large industrial firm purchases several word processors at the end of
each year, the exact number depending of the frequency of repairs in the
previous year. Suppose that the number of word processors, X that are
purchased each year has the following probability distribution:

X 0 1 2 3
1 3 4 2
f(x) 10 10 10 10

Find the cumulative distribution function F.

( 0 ifx<0
< if0o<x<1
F =4 = if1<2x<2
= if2<x<3
\ 1 if 35 x

Calculate F(-2), F(0), F(1/2), F(1), F(1.5), F(2), F(5)
F(-2) =0, F(0) = 1/10, F(1/2) = F(0) = 1/10, F(L) = 4/10
F(1.5) = F(1) = 4/10, F(2) = 8/10 and F(5) = 1

Find i, and o2.
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(0% )+ (1x2) () +(5x2) =

0f = E(X?) — EQX)?

o E(X?) =Xx*f(x)

= (0 5) + (12 x5g) + (22 ) + (32 )

37
T 10

2 = px2)— E(x)2 = 37— (17 = 8L
ox = E(X") - E(X) T 10 (10) 100

Q3. Let X be a discrete random variable with probability mass function:

f(x) =cx ; x=1,2,3,4
What is the value of ¢ ?
X 1 2 3 4
f(x) C 2c 3c 4c
1
2 3 4c=1 =c=—
c+ 2c+ 3c+4c c 10

Then probability mass(density) function is given by:

X 1 2 3 4
1 2 3 il
f) 10 10 10 10
And the cumulative probability (distribution) function is given by:
X 1 2 3 4
1 3 6
F(x)=P(X £X) | 1o 10 10 1

Q4. Suppose that the number of cars X pass through a car wash between
4:00pm and 5:00pm on any sunny Friday has the following probability
distribution:

5
1

o | | OO
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Let g(x) = 2X — 1 represent the amount of dollars, paid to the attendant by the
manger. Find the attendant’s expected earnings (and it variance) for this
particular time period.

= (08) (5 x2) + (63 (1) (s2) o (92) = 2

0f = E(X?) — E(X)?

E(X2)=(42X%)+(52X1—12)+...+(92X%)=%

2 = B(x2)— E(X)2 = 2B _ (1) =77
ox = E(X%) - E(X) 6 (6) " 36

,uyzE(Y)=E(2X—1)=2xE(X)—l:zx%_lz?

o2 =Var(Y) = Var(2X — 1) = 22Var(X) = 4 X g

Discrete Uniform Distribution:

f(x):l/k, X =X1,X2, ) Xg

Q1: X have discrete uniform with parameter k =3, x=20,1,2

fGx) | 1/3 | 1/3 | 1/3

a. PX=1)=1/3



b. E) =(0x3)+(1x3)+(2x3) =1

c. |Var(X) = E(X?) — E(X)?

E(x?) =(02x2)+ (12 x2) + (22 x3) ==
Var(X) = E(X?) — E(X)? :2_ (1)2 zg

Binomial Distribution:

fx) = (Z) p*q"™*; x=01...,n

*xE(X)=np *Var(X) =npq

q=1-p
QL. Suppose that 33% of the buildings in a certain city violate the building code.
A building engineer randomly inspects a sample of 3 new buildings in the city.

(a) Find the (p.m.f) of the random variable X representing the number of
buildings that violate the building code in the sample.

pzi , n=3

=G0 Q) r=oras

(b) Find the probability that:
(1) None of the buildings in the sample violating the building code.

0 3

P(X = 0) = f(0) = ((3)) (%) (g) = 0.296

(i1) One building in the sample violating the building code.




1 2

=== Q)E) () -0

(iii) At least one building in the sample violating the building code.

PX>1)=1-PX<1)=1-f(0)=1-0.296 = 0.704
(c) Find the expected number of buildings that violate the building code E (X).

E(X)=np=3><%=1

(d) Find Var(X).
Var(X) = npq = 3><§><§:§

Q2. Suppose that the probability that a person dies when he or she contracts a
certain disease is 0.4. A sample of 10 persons who contracted this disease is
randomly chosen.
(1) What is the expected number of persons who will die in this sample?
p=04 , n=10
EX)=np=10x04=4
(2) What is the variance of the number of persons who will die in this sample?

Var(X) =npqg =10x 0.4 x 0.6 = 2.4

(3) What is the probability that exactly 4 persons will die among this sample?

Flx) = (1360) (0.4)*(0.6)10°% ; x=0,1,...,10

P(X =4)=f(4) = (140) (0.4)*(0.6)¢ = 0.251

(4) What is the probability that less than 3 persons will die among this sample?

PX <3)=f(0)+f(1)+1(2)



_ (100) (0.4)°(0.6)10 + (110) (0.4)1(0.6)° + (120) (0.4)2(0.6) = 0.167

(5)What is the probability that more than 8 persons will die among this
sample?

P(X > 8) = f(9) + f(10)
= (1)) 04206 + (}7) 0H*°(0.6)° = 0.0017

Q3. If X~ Binomial (n,p), E(X)=1, and Var(X)=0.75, find P(X=1).
X~Binomial(n,p) & EX)=1 & Var(X) =0.75

Var(X) 0.75 - npq _ 0.75
EX) 1 np 1

=q=0.75=>p = 0.25.

EX)=1=np=1=>nx025=1=>n=4.

Fx) = (;‘:) (0.25)%(0.75)* % ; x =0,1,2,34

P(X =1) = f(1) = (‘1*) (0.25)1(0.75)3 = 0.422
Q4. A traffic control engineer reports that 75% of the cars passing through a
checkpoint are from Riyadh city. If at this checkpoint, five cars are selected at
random.

(1) The probability that none of them is from Riyadh city equals to:

p=075, n=5

Flx) = (i) (0.75)¥(0.25)5% ; x = 0,1,2,3,4,5



P(X = 0) = £(0) = ((5)) (0.75)9(0.25)° = 0.00098

(2) The probability that four of them are from Riyadh city equals to:

P(X = 4) = f(4) = (i) (0.75)*(0.25)! = 0.3955

(3) The probability that at least four of them are from Riyadh city equals to:

P(X 24)=f(4)+/(5)
(i) (0.75)*(0.25)" + (g) (0.75)5(0.25)° = 0.6328

(4) The expected number of cars that are from Riyadh city equals to:

E(X) =np =5x0.75=3.75

Hypergeometric Distribution:

f(x) = w ; x=0,1,...min(n, k)
*E(X)=n><§ *Var(X)=nx§(1—§)(%)

Q1. A shipment of 7 television sets contains 2 defective sets. A hotel makes a
random purchase of 3 of the sets.

Find the probability distribution function of the random variable X representing
the number of defective sets purchased by the hotel.
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fx) = ?C(;Ex) ; x=0,12

()

(i)  Find the probability that the hotel purchased no defective television sets.

(6)G)
(3)

P(X = 0) = £(0) = = 0.29

(i)  What is the expected number of defective television sets purchased by the
hotel?

EX)=nxt=3x2=2
N 7 7
(i)  Find the variance of X.

Var() =nx=(1-%)(3=2) =3x2(3)(E2) = 0.41

N/ \N-1 7 \7) \7-1

Q2. Suppose that a family has 5 children, 3 of them are girls and the rest are
boys. A sample of 2 children is selected randomly and without replacement.

N=5,6,n=2, k=3

3y( 2
flx) = —(x)(g-x) ; x=0,1,2

;)

a. The probability that no girls are selected is

©)C) _
(g) =0.1

b. The probability that at most one girls are selected is

P(X =0) = f(0) =

11



por < =10+ - 924 8 o

c. The expected number of girls in the sample is
EX)=nxt=2x3=2
N 5 5
d. The variance of the number of girls in the sample is

Var(X) =nx§(1—§)(u) =2 x%(l—g‘)(ﬂ) = 0.36

N—1 5/ \5-1

Q3. A random committee of size 4 is selected from 2 chemical engineers and 8

industrial engineers.
Chemical/-\

2 8 4

10
(1) Write a formula for the probability distribution function of the random
variable X representing the number of chemical engineers in the committee.

N=10 , n=4 , k=2

8
flx) = —(’2‘)(1%,—’6) ; x=0,12

(%)

(2) Find the probability that there will be no chemical engineers in the
committee.

P(X =0)=f(0) = (a&?

= 0.33

(3) Find the probability that there will be at least one chemical engineer in the
committee.

PX>1)=1-P(X<1)=1-f(0) =067

12



(4)What is the expected number of chemical engineers in the committee?

E(X K 4 2 0.8
= X — = X — = 0.
)y =nxy 10

(5) What is the variance of the number of chemical engineers in the committee?

Var(X) =nx§(1—§)(%) =4x%(1—%)(%) = 0.43

Q4. A shipment of 20 digital voice recorders contains 5 that are defective. If 10
of them are randomly chosen (without replacement) for inspection, then:

(1) The probability that 2 will be defective is:
N=20, n=10 , k=5

5\( 15
fx) = % ; x=012345

(o)
PX=2)=f(2) = (g()i(gle)?)

= 0.35

(2) The probability that at most 1 will be defective is:

Pix < 1) = £+ £1) = @8 L BI) _ 4

(1) (o)

(3) The expected number of defective recorders in the sample is:

13



EX)=nxf=10x>=2
N 20 2

(4) The variance of the number of defective recorders in the sample is:

Var(X) = n x %(1 - %) (M) =10 x 3(1—5) (20‘10) = 0.99

N-1 20 \20 20-1

Poisson distribution:

et )x

fx) = por : x=0,1,2,...

E(X)=Var(X) =2
Q1. On average, a certain intersection results in 3 traffic accidents per day.
Assuming Poisson distribution,

What is the probability that at this intersection:

(1) No accidents will occur in a given day?

Aone day = 3

-3 X
BT,y 2012,..

for) =
P(X = 0) = £(0) =

e—3 (3)0
0!

= 0.05

(2) More than 3 accidents will occur in a given day?

PX>3)=1-PX<3)=1-[f(0)+f()+f(2)+ f(3)]

8_3(3)0 e—3(3)1 6_3(3)2 e—3(3)3
0! + 1! + 2! * 3!

=1—] ]1=10.35

(3) Exactly 5 accidents will occur in a period of two days?

Atwo days — 6

14



e—6(6)x
x!

f(x) =

; x=0,...0

8_6(6)5

T 0.16

PX=5)=f05)=

(4) What is the average number of traffic accidents in a period of 4 days?
E(X) = A4qays =4 %3 =12

Q2. Suppose that the number of telephone calls received per day has a Poisson
distribution with mean of 4 calls per day.

(a). The probability that 2 calls will be received in a given day is

Aone day = 4

e—4»(4_)x

fe) =5
PUX=2)=f(2) =

(b). The expected number of telephone calls received in a given week is

;o x=0,1,2, ...

—4 2
=W =015

E(X) = Apeer = 4 X 7 = 28
(c). The probability that at least 2 calls will be received in a period of 12 hours is

At2hours = 2
e—Z(z)x
x!

flx) =
PX=2)=1-P(X <2)=1-[f(0)+f(1)]

20910 —2(9\1
_1— [e (2) 4 € (2 ] — 059
0! 1!

;o x=0,1,2,..

Q3. Suppose that X~ Binomial (1000,0.002). By using Poisson approximation,
P(X=3) is approximately equal to

When we have a Binomial distribution with a small p and a large n, we can make
an approximation to Poisson distribution:



E(Xginomiar) = Np

= [A=np| = [1=1000x0.002|= [A =2
E(Xpoisson) = 4 P | |
-2
P(X =3) = f(3) = —5— = 0.18045
f(x) or PDF EX) Var(X)
Binomial (Z) pXq"t* x=012,...,n np npq
Hyper w . k k kx /N—n
geometric (17\1[) * =01, ... min(n, k) XN X ﬁ(l B N) (N — 1)
xX,—A
Poisson A e' x=0,12,.. A A
x!

16



CHAPTER 2

Continuous Random Variables.
Normal (N) Distribution.
Student (T) Distribution.
Chi-square (x?) Distribution.
Fisher (F) Distribution.
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Continuous Random Variables:

° OSf(X)Sl o E(X2)=

o [ fdx=1 [ %2 f(x)dx

° P(a<X<b): ° E(aXib):
fu fGdx aE(X) £ b

o EX)=["_ xf(x)dx o Var(aX +b) =

e Var(X) = E(X?) - a*Var(X)
E(X)?

Q1. Suppose X is a continuous random variable what is P(X = 16)?
P(X =16) =0

Note, for any continuous random variable, P(x =a) =0

Q2: Suppose we have the (p.d.f): f(x) =kVx , 0<x<1

(1) Find the value of k
[O f)dx=1= [ kvxdx=1

1 _ 105 7, — x11 _ k _
Jylvxde=1=k [ x dx—1:,~k[1.5]0—1=>1.5—1:>k—1.5

then, f(x)=15Vx , 0<x<1

(2) Find the probability P(0.3 < X < 0.6):
P(0.3 <X <0.6) = [, f(x)dx

0.6

—0els _2ls —
03 = 0.6 0.3 0.3004

0.6 05 9. _ x510.6 _ .15
Jos 15x%%dx = 15| 73 = [x9]

18



(3) Find the cumulative distribution function F(x):

{ 0 ifx <0

F(x) = xx if 0<x<1

1if x>1

(4) Calculate F(-2), F(-1), F(0), F(0.5), F(1) and F(2)
F(-2) =0 because -2 <0
F(-1) =0 because -1 <0

F(O)=0 because 0<0

F(0.5) =0.5*+/0.5 because 0<05<1

F(1) =1 because 1>1

F(2) =1 because 2> 1

(5) Find E(X):
E(X) = [C,x f(x)dx
EX) = fjoooxf(x)dx = f01 1.5x1°dx = 1.5 [J;L:](l) = % [x2'5](1) =0.6
Q3: Suppose we have the (p.d.f):

f(x)=3x%2 , 0<x<1

1. Find the mean u:

E(X)=fooxf(x)dx=j13x3dx=3f x3dx=2
o 0 .

19



2. P(X>0.5) =

1 1 1 3
1
= | f(x)dx = f 3x2 dx = 3.[ x?dx == [x3] . =0.875
0.5 0.5 0.5 3 0.5
3. P(0.4<X<0.6) =
0.6 0.6 0.6 3 0.6
= f(x)dxzf 3x? dx=3f x?dx == [x3]." =0.154
0.4 0.4 0.4 3 0.4
Q4: Suppose we have the (p.d.f):
f(x)=c4—x) , —-2<x<2

1. Find the value of c:
fOO = [ f)dx =1
= f_zzc(4—x) dx =1

=>cf_224—xdx=1
2

= [4x—x—2] =1
212

= [(B-9-(a-2)] -

=c [16] =1
1
16

= C =

2. P(X>0) = [ f(x)dx

1 24 d—14 x2_1[8 4]_6
“16), TN T 16| 20_16( 2>_16

20



3. PX<3)=1
4., PX<-3)=0
5. Find E(X)

2 1 (2 1 372 1
=[5, x fC)dx = [, 4x — x* dx=g[2x2_x?]_z BE

The Normal Distribution:

\ Normal distribution X~N(u, o)
// 50% 50% \\ Standard Normal Z~N(0,1)

Q1. Suppose that Z is distributed according to the standard normal distribution.
1) The area under the curve to the left of is Z = 1.43 :
P(Z <1.43) =0.9236
2) The area under the curve to the leftofis Z = 1.39 :
P(Z <1.39) =0.9177
3) The area under the curve to the right of is Z = —0.89 :
P(Z>-0.89)=1-P(Z < —-0.89) =1-0.1867 = 0.8133
4) The area under the curve between Z = —2.16 and Z = —0.65 is:

P(—2.16 < Z < —0.65)

21



= P(Z < —0.65)— P(Z < —2.16)
= 02578 — 00154 =0.2424

5) The value of k such thatis P(0.93 < Z < k) :

P(093<Z <k) = 0.0427

P(Z < k)—P(Z < 0.93) = 0.0427
P(Z < k) — 0.8238 = 0.0427

P(Z < k) = 0.8665

P(Z < |dssdcib]) = [Jsad s =>k=1.11

Q2. The finished inside diameter of a piston ring is normally distributed with a
mean of 12 centimeters (c.m) and a standard deviation of 0.03 centimeter. Then,

N——"

1) The proportion of rings that will have inside diameter less than 12.05 is:

X~N(u,0)
X~N(12,0.03)

P(X <12.05) =P (Z < 12.05_M)

g

—p (Z < 12.05—12)

0.03
= P(Z < 1.67) =0.9525
2) The proportion of rings that will have inside diameter exceeding 11.97 is:

1197 — u
P(X >1197) =P (z > —)

—p (Z > 11.97—12)

0.03
=P(Z>-1)
=1-P(Z<-1)
=1-0.1587 = 0.8413

22



3) The probability that a piston ring will have an inside diameter between
11.95 and 12.05 is:

P(11.95 < X < 12.05)

11.95—-12 12.05—-12
=P( <7< )
0.03 0.03

=P(-167 < Z < 167)
= P(Z < 1.67)— P(Z < —1.67)
= 09525 — 0.0475=0.905

Q3. The weight of a large number of fat persons is nicely modeled with a normal
distribution with mean of 128 kg and a standard deviation of 9 kg.

X~N(u,0)
X~N(128,9)

(1): The percentage of fat persons with weights at most 110 kg is

P(X<110)=P (Z < 110—128)

=P(Z <—-2)=10.0228
(2): The percentage of fat persons with weights more than 149 kg is

P(X > 149) = P(Z >

149—128)

=1-P(Z < 233)
=1—0.9901 = 0.0099

(3): The weight x above which 86% of those persons will be

P(X > x) = 0.86
1-P(X <x) =086
P(X < x) = 0.14

23



x—128
9

P(z<==) =014
By searching inside the table for 0.14, and transforming X to Z, we got:

x—128

=—-1.08=x =118.28

(4): The weight x below which 50% of those persons will be

P(X < x) = 0.5, by searching inside the table for 0.5, and transforming X to Z
x — 128

9 =0=>x=128

Q4. If the random variable X has a normal distribution with the mean u and the
variance a2, then P(X < u + 20) equals to

=P(Z<2)=09772

P(X<u+2cf)=P<z<(”+2;)_“>

Q5. If the random variable X has a normal distribution with the mean u and the
variance 1, and if P(X<3)=0.877, then u equals to

Giventhat 0 =1
3—u
P(X<3)=0877=P (Z < T) = 0.877
3—u=116=u=1.84
Q6. Suppose that the marks of the students in a certain course are distributed

according to a normal distribution with the mean 70 and the variance 25. If it is
known that 33% of the student failed the exam, then the passing mark x is

X~N(70,5)

24



0
P(X<x)=0.33:>P(Z< )=0.33

By searching inside the table for 0.33, and transforming X to Z, we got:

x—70
5

=—-044>x =678

The student (t) Distribution:

o
o

[s=] R e

tha =>P(T> t,) =«
=PT< t,) =1—-a«a
=PT<-t,) =« ;v=n—1

= t22’0_01 - 2508

o IfP(T > tyg0975) = 0.975
= t1g8,0.975 = —l1g,0.025 = —2.101

o IfP(T > tv,a) = a where v = 24,a = 0.995
= 24,0995 = —t24,0.005 = —2.797

e IfP(T>t,,)=awherev=7a=0.975

= t7,0.975 = —t7,0.025 = —2.365
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Q2. A random sample of size 15 selected from a normal distribution with unknown
variance, and let T = X7E and k such that P(1.761 <T < k) =0.045 then

s/vn
the value of k is:
«

v 0.40 0.30 0.20 0.15 0.10 0.05 0.025

i 0.325 0.727 1.376 1.963 3.078 6.314 12.706

2 0.289 0.617 1.061 1.386 1.886 2.920 4.303

3 0.277 0.584 0.978 1.250 1.638 2.353 3.182

4 0.271 0.569 0.941 1.190 1.533 2.132 2.776

5 0.267 0.559 0.920 1.156 1.476 2.015 2.571

6 0.265 0.553 0.906 1.134 1.440 1.943 2.447

7 0.263 0.549 0.896 1.119 1.415 1.805 2.365

8 0.262 0.546 0.889 1.108 1.397 1.860 2.306

9 0.261 0.543 0.883 1.100 1.383 1.833 2.262
10 0.260 0.542 0.879 1.093 1.372 1.812 2.228
] 0.260 0.540 0.876 1.088 1.363 1.796 2.201
12 0.259 0.539 0.873 1.083 1.356 1.782 2.179
13 0.259 0.538 0.870 1.079 1.350 .7 2.160
0.258 0.537 0.868 1.076 1.345 1.761 2.145
15 0.258 0.536 0.866 1.074 1.341 1.753 2.131

t14’0_05 == 1761

P(ti4005 <T < tis,q) = 0.045
= P(T < t14q) = P(T < ti4005) = 0.045
= P(T < t14,a) - P(T > t14,0.95) = 0.045
= P(T < ti4q) — 0.95 = 0.045
= P(T < t144) = 0.995
= P(T > ty4,4) = 0.005

=4 k == t14’a = 2977



Q3. Arandom variable T with degree 17and P(—1.333 < T < k) = 0.75 ,then
the value of k is:

@

v 0.40 0.30 0.20 0.15 0.10 0.05 0.025
1 0325 0727 1376 1963  3.078 6314 12706
2 0289 0617 1061 138  1.88  2.920 4303
3 0277 058 0978 1250 1638  2.353 3.182
4 0271 0569 0941 1190 1533 2.132 2.776
5 0267 0559 0920 1156 1476 2015 2,571
6 0265 0553 0906  1.134 1440  1.943 2.447
7 0263 0549 0896 1119 1415  1.895 2.365
8 0262 0546 0889 1108  1.397  1.860 2.306
9 0261 0543 0883 1100  1.383  1.833 2.262
10 0260 0542 0879  1.093 1372  1.812 2,228
11 0260 0540 0876  1.088  1.363  1.796 2.201
12 0259 0539 0873  1.083 1356  1.782 2.179
13 0259 0538 0870  1.079 1350  1.771 2.160
14 0258 0537 0868 1076 1345  1.761 2.145
15 0258 0536 0866  1.074  1.341  1.753 2.131
0258 0535  0.865  1.071 1337  1.746 2.120

0257 0534 0863  1.069 1.740 2.110

18 0257 0534 0862  1.067 1330  1.734 2.101

t17’0_10 - 1333 - t17’0_90 - _1333

P(t17000 <T < ty74)=0.75
= P(T <ty74)—P(T < ty70090) =0.75
= P(T < ty74)— P(T > t17010) = 0.75
= P(T <tyyq)— 010  =0.75
= P(T < t;74) = 0.85
= P(T > t174) = 0.15

=1 k - t17’a - 1069



Chi-square Distribution:

\\'\
0 Xz —
* E(x)) =v x Var(x?) = 2v
(n—-1)s%
o2 N)(s:(n—l) X‘l%,a = P()(Z > X'l.%,a) =

= P(X*<tia)=1-a
Questions. For a chi-squared distribution:

(1)the value x?2 such that P(x% > x%) = 0.01 whenv = 21 is:

= Xoa = X%1,o.o1 = 38.93

(2)the value x?2 such that P(x* > x%) = 0.95 whenv = 14 is:

= Xt%,a = Xf4,0.95 = 6.571
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(3)the value y2 such that P(y2 < X < 23.209) = 0.015 when v = 10 is:

Table A.5 (continued) Critical Values of the Chi-Squared Distribution
(84
v 0.30 0.25 0.20 0.10 0.05 0.025 0.02 0.01 0.005 0.001
1 1.074 1323 1.642 2706 3.841 5024 5412 6.635 7.879 10.827
2 2408 2773 3219  4.605 5991 7378  7.824 9210 10.597 13.815
3 3665 4108 4642 6251 7.815 9348 9837 11.345 12.838 16.266
4 4878 5385 5980 7779 9488 11.143 11.668 13.277 14.860 18.466
5 6.064 6.626 7.280  9.236 11.070 12.832 13.388 15.086 16.750  20.515
6 7231 7.841 8558 10.645 12592 14.449 15.033 16.812 18.548 22457
7 8383  0.037  9.803 12.017 14.067 16.013 16.622 18.475 20.278  24.321
8 9524 10.219 11.030 13.362 15.507 17.535 18.168 20.090 21.955 26.124
9 10.656 11.380 12242 14.684 16.919 19.023 19.679 21.666  23.580 27.877
11.781  12.549 13.442 15987 18.307 20.483 21.161 25.188  29.588
11 12.899 13.701 14.631 17.275 19.675 21.920 22.618 24.725 26.757 31.264

)(501’10 = 23.209

= P(x210 <X <x20110) = 0.015
= P(X < x30110) = P(X < x%10) = 0.015
= P(X > y29910) — P(X < x%10) = 0.015
= 099 —P(X<yxZ,)=0.015
= P(X < x240) = 0975
= P(X > x2,,) = 0.025

X2 02510 = 20.483

(4)the value y2 such that P(6.57 < X < y2) = 0.85 whenv = 14 is:
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Table A.5 Critical Values of the Chi-Squared Distribution

o
v 0.995 0.99 0.98 0.975 0.95 0.90 0.80 0.75 0.70 0.50
1 0.0%*393  0.0%157  0.0°628 0.03982  0.00393  0.0158 0.0642 0.102 0.148  0.455
2 0.0100 0.0201 0.0404 0.0506 0.103 0.211 0.446 0.575  0.713  1.386
3  0.0717 0.115 0.185 0.216 0.352 0.584 1.005 1.213 1424 2.366
4 0.207 0.297 0.429 0.484 0.711 1.064 1.649 1.923 2195 3.357
5 0412 0.554 0.752 0.831 1.145 1.610 2.343 2.675  3.000  4.351
6 0.676 0.872 1.134 1.237 1.635 2.204 3.070 3.455 3.828 5.348
7 0.989 1.239 1.564 1.690 2.167 2.833 3.822 4.255  4.671  6.346
8 1.344 1.647 2.032 2.180 2.733 3.490 4.594 5.071  5.527 7.344
9 1.735 2.088 2.532 2.700 3.325 4.168 5.380 5.899  6.393 8.343
10 2.156 2.558 3.059 3.247 3.940 4.865 6.179 6.737  7.267 9.342
11 2.603 3.053 3.609 3.816 4.575 5.578 6.989 7.584 8.148 10.341
12 3.074 3.571 4.178 4.404 5.226 6.304 7.807 8.438  9.034 11.340
13 3.565 4.107 4.765 5.009 5.802 7.041 8.634 9.209 9.926 12.340
4.075 4.660 5.368 5.629 6.571 7.790 9.467  10.165 10.821 13.339
15 4.601 5.229 5.985 6.262 7.261 8.547 10.307 11.037 11.721 14.339

Xg.95,14 =6.571

= P(X6.9514 <X < X414) = 0.85

= P(X < xZ214) — P(X < x§9514) = 0.85

= P(X < x214) — P(X > x50514) = 0.85

= P(X<xZii4)-—

0.05

= P(X < x%14) =090

= P(X > x414) = 0.10

= )(3.1,14 = 21.064

= 0.85
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Fisher (F) Distribution

[ o

——

0 fa’
« E(F) =2 * Var(F) = L AC ke N
v;~2 01 (1,-2)2(,—4) " 2
X5, 1
XTNFvl,vz Fvl,vz,a ~ = Ezl,vz = P(F > Fvl,vz,a) =a
v2 vo,V1,1-a

= P(F<Fp,q) =1-a

Q.1. For the F distribution, then the value F such that P(F > Fg¢) = 0.05 is:

F8,6,O.05 =4.15

Q.2. For the F distribution, then the value F such that P(F > Fgg) = 0.99 is:

1 1
8,6,0.99 F6,8,0_01 6.37

Q.3.For the F distribution with degrees 8 and 6, then:

(a). the value a such that P(F > a) = 0.95

1 1
= F. = = = 0.2793
a 8,6,0.95 Fo 5,005 358

(b). the value b such that P(F > b) = 0.01

b = Fgg001 = 8.10
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CHAPTER 3

e Sampling Distributions:
Single mean.

Two means.

Single proportion.

Two proportions.
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Sampling Distribution

Sampling Distribution: Single Mean

_ o
b
_ _ _ o2
« EX)=X=u * Var(X) = —

Question: The average life of a certain battery is 5 years, with a standard
deviation of 1 year. Assume that the live of the battery approximately follows a
normal distribution.

1) The sample mean X of a random sample of 5 batteries selected from this
product has a mean E(X) = u equal to:

u=5; o=1; n=5
EX)=u=5

2) The variance Var(X) of the sample mean X of a random sample of 5
batteries selected from this product is equal to:

= o2 . l .
Var(X) = — == 0.2
4) The probability that the average life of a random sample of size 16 of such
batteries will be between 4.5 and 5.4 years is:

(o} 1
Tl—16—>\/—ﬁ—z

P(45 <X < 54) = P<4'5(;_“ <Z< 5"2‘“) = P<4'5_5 <Z< 5'4"5>

n Vn

=P(-2<Z<1.6)
=P(Z<16)—P(Z < -2)

= 0.9452 — 0.0228 = 0.9224
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5) The probability that the average life of a random sample of size 16 of such
batteries will be less than 5.5 years is:

P(X <55)=P <z < 55;“) =p (z < 5'5‘5) = P(Z < 2) = 0.9772
= 1/4

6) If P(X > a) = 0.1492 where X represents the sample mean for a random
sample of size 9 of such batteries, then the numerical value of a is:

P(X>a)=0.1492 ; n=9

=>1—P (z < “15> = 0.1492
3
> P<Z < af) = 0.8508
a_
— = 1.04
3

1.04
a=>5 + T = 5.347

Question: Suppose that you take a random sample of size n = 64 from a
distribution with mean u = 55 and standard deviation ¢ = 10 . Let X be the
sample mean.

(a) What is the approximated sampling distribution of X ?
u=55; 0=10 ; n=64

£ (1.5) = 5w (55.2)
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(b) What is the mean of X ?

E(X)=u=>55
(c) What is the standard error (standard deviation) of X ?

> o 10 10

(d) Find the probability that the sample mean x exceeds 52.

(a)P(X >52) =P <Z > %)

8
=P(Z>-24)
=1-P(Z<-24)
=1-0.0082 =0.9918

Sampling Distribution: Two Means

— — 2 2
*X1_X2"’N<li1_li2 ) Z—1+0—2>

n,

2 2

= = _ _ o 0,

*E(Xy —X2) = — U *Var(Xl_XZ):n_-l_E
1

Question: A random sample of size n; = 36 is taken from a normal population
with a mean u4y = 70 and a standard deviation o, = 4. A second independent
random sample of size n, = 49 is taken from a normal population with a mean
U, = 85 and a standard deviation o, = 5. Let X; and X, be the averages of the
first and second samples, respectively.

n,=36,u=70,0, =4

n2:49,,u2:85,0-2:5



a. Find E(X; — X,):
E(Xl _)?2) :#1 _‘le - 70_85 - _15
a. Flnd Var()?l - Xz)

Var(f — %)= D42 220 B 055
A ) = T, 736 49

S.D(X, — X,) =v/0.955

b. Find P(X; — X, > —16):

=1-P(Z <—-1.02) = 0.8461

Question: The distribution of heights of a certain breed of terrier has a mean of
72 centimeters and a standard deviation of 10 centimeters, whereas the
distribution of heights of a certain breed of poodle has a mean of 28 centimeters
with a standard deviation of 5 centimeters. Assuming that the sample means can
be measured to any degree of accuracy, find the probability that the sample
mean for a random sample of heights of 64 terriers exceeds the sample mean for
a random sample of heights of 100 poodles by less than 44.2 centimeter

n1=64, H1=72,0_1=10
n2=100,,u2=28,0-2=5

E(Xl_)?z):‘u]__ﬂ2:72_28:4‘4‘
2 2
- oy oy 100 25
Var(X, - X;) =—+-—==—+—=1.8125
ar(X, = Xz) ==+ = et 100
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b (Z 42— (44))
B V1.8125

=  P(Z<0.15)
= 0.5596

Sampling Distribution: Single Proportion

* pa
p N(p,J:)
*E@=p  *Var(p) ="}

Question: Suppose that you take a random sample of size n=100 from a
population with proportion of diabetic equal to p =0.25. Let p” be the sample
proportion of of diabetic.

(a) What is the mean and the standard error of p ?
p =025 ; n=100
E(p)=p=0.25

_0.25%0.75
100

= 0.003

5) = P4
Var() ="
(b) What is the approximated sampling distribution of p ?

p~N(0.25,/0.003)

(c) Find the probability that the sample proportion p is less than 0.2,

0.2—-0.25

v0.003

P(p<02)=P (Z < ) = P(Z <—-0.91) = 0.1814
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Sampling Distribution: Two Proportions

*P1—D2~N (P1 — P2, plcjl + M)

*E(P1 — P2) = p1 — P2 *Var(p, —py) =

Question: Suppose that 25% of the male students and 20% of the female students
In a certain university smoke cigarettes. A random sample of 5 male students is
taken. Another random sample of 10 female students is independently taken
from this university. Let and be the proportions of smokers in the two samples,
respectively.

p1=025; n; =5

A A 0.25%x0.75 0.2X0.8
(2): Var(p, —pz) = p:lh + p;zz =———+—  =0054
(3): p1 — P~N(0.05,/0.054)
. A oA __ (0.1-0.05 0.2—0.05
(4): P(0.1 < p, p2<0.2)—(m<2<m)

=(0.22 < Z < 0.65)
P(Z < 0.65) — P(Z < 0.22)
= 0.7422 — 0.5871 = 0.1551
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Sampling Distribution

Mean X~N (M\%)
single
Population
Proportion p~N (p, ’;—q)
% of , 03
Means X1 —Xo~N|p —uy, T
Two
Populations

Proportions

ﬁl _ }32~N <p1 . pZ’\/pﬂh 4+ PzCIz)

ny n;
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CHAPTER 4

e Estimation (point estimation and confidence interval):
Single mean

Two means

Single proportion

Two proportion

Single variance.

The ratio of two variances.
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Estimation and Confidence Interval

Estimation and Confidence Interval: Single Mean:

e To find the confidence intervals e To estimate an error:
for a single mean: o
e=Za —
~ . 2 Vn
1- X + (zg —) _ .
2 \/HS e To estimate the sample size
2- X + (tgm_1 \/—ﬁ) with particular error:
P Zg o 2
[ ) Zg=a:>P(Z>a)=_ n:(z )
2 2 e
I I
| ¢ |
Lower I Upper
Confidence Point Estimate K AISAENIE
Limit Limit

Width of
confidence interval

Q1. Suppose that we are interested in making some statistical inferences about
the mean, u, of a normal population with standard deviation o = 2. Suppose
that a random sample of size n = 49 from this population gave a sample mean

X =4.5.
c=2 & X=45 & n=49

(1) The distribution of X:

X~N (M\%) = X~N (u,%) = X~N (M%)
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(2) A good point estimate of u is:
g=X=45

(3) The standard error of X is:
S.E (X) =2=0.2857

(4) A 95% confidence interval for p is:

— o 0 =
T (Zz _) 95% — a = 0.05
Z - Z0_025 == 1.96

2 \n

a
2

45+ (1.96 x 2)

The 95% confidence interval is: (3.94, 5.06)

(5) If the upper confidence limit of a confidence interval is 5.2, then the lower
confidence limit is

The upper limit =4.5+e =5.2

and the lower limit =45—e =7
454+e=52=>e=52-45=(e=0.7)

Then, the lower limit = 45 —e =4.5—-0.7 = 3.8

(6) The confidence level of the confidence interval (3.88, 5.12) is

We have the interval:(3.88,5.12):
The upper limit = 5.12

> o
=X+ (Z% ﬁ) = 5.12
=45+ (Zax %) =5.12
> 7
:>Zg=2.17=>g= 1—0.985
2
=>2=0.015= a = 0.03

.
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Hence, the confidence level is 97%.

Or, we can do the same thing with the lower limit:

The lower limit = 3.88

ag

S X — (Z% ﬁ) ~ 3.88

2
= 45— (Z% x ;) —3.88
:>zg=2.17:>§= 1-0.985
2

=>§= 0.015 = a = 0.03

Hence, the confidence level is 97%

(7) If we use X to estimate u, then we are 95% confident that our estimation
error will not exceed.

95% - a = 005 g Zg = Zo_025 == 196
2

ZaXao
— 2

e = N = 7
(8) If we want to be 95% confident that the estimation error will not exceed e=0.1
when we use X to estimate u, then the sample size n must be equal to

_1.96X2 _

= 0.56

95% > a = 0.05 — Za=Zygs =196 & e=0.1
2

ZaXa 2 2
n= < 2 ) = (1'96“) — 1536.64 ~ 1537
0.1

e

Q2. The following measurements were recorded for lifetime, in years, of certain
type of machine: 3.4, 4.8, 3.6, 3.3, 5.6, 3.7, 4.4, 5.2, and 4.8. Assuming that the
measurements represent a random sample from a normal population, then a 99%
confidence interval for the mean life time of the machine is
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99% > a = 001 - ta = t0.005,8 = 3355

E,n—l
% 5 X—2x1—431
Xi<t%n—1xﬁ> B n B
0.84 , _LOa= X
=431i(&%ﬁx—§—> o1

§2=0.71>5=10.84

The 99% confidence interval is: (3.37, 5.25)

Q3. A researcher wants to estimate the mean lifespan of a certain light bulbs.
Suppose that the distribution is normal with standard deviation of 5 hours.

1. Determine the sample size needed on order that the researcher will be 90%
confident that the error will not exceed 2 hours when he uses the sample
mean as a point estimate for the true mean.

=5 & e=2 & a=0.10
a=010 - Za=1Z,ys=1.645
2

ZaxXo 2 2
n= < 3 ) _ (1.645><5) — 169 ~ 17
2

e

2. Suppose that the researcher selected a random sample of 49 bulbs and
found that the sample mean is 390 hours.

(i) Find a good point estimate for the true mean pu.

i=X=390

(i)  Find a 95% confidence interval for the true mean u.

c=5 & n=49 & X =390



95% — a = 0.05

S5 Za = Zygzs5 = 1.96
390 + (1.96 «4—9) :

The 95% confidence interval is: (388.6, 391.3)

Q4. The amount of time that customers using ATM (Automatic Teller Machine)
iIs a random variable with a standard deviation of 1.4 minutes. If we wish to
estimate the population mean u by the sample mean , and if we want to be 96%
confident that the sample mean will be within 0.3 minutes of the population mean,
then the sample size needed is X

c0=14 & e=03 & a=0.04

a
2

ZaXo 2 2
n = ( > > _ (2.055)(1.4-) —91.9 ~92

e 0.3

population normal or not normal population normal
n large (n = 30) nsmall (n < 30)
o known o unknown o known o unknown
_ S
TR v 7 v L v .z X+(t, o  x—
Estimation X+ <Z1—% n) X+ (Zl_7 \/ﬁ> X+ (Zl‘i \/ﬁ) ( 1-5n \/ﬁ)
. X — o X — o X — o X — o
testin 7=—— 7=—2 z7=-—10 T2 0
J o/\n s/\n o/n s/\n
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Estimation and Confidence Interval: Two Means

To find the confidence intervals for two means:

ny n;

— _ , 1 1
2' (Xl - Xz) i <t%’n1+n2_2 Sp n_l + TL_Z)

Sty — 1D+ 855, — 1)
ny+ny,—2

— — 2 2
1- (X, — X,) + (Zg "—1+"—2>
2

Sp?

QL. The tensile strength of type I thread is approximately normally distributed with
standard deviation of 6.8 kilograms. A sample of 20 pieces of the thread has an
average tensile strength of 72.8 kilograms. Then,

The tensile strength of type 11 thread is approximately normally distributed with
standard deviation of 6.8 kilograms. A sample of 25 pieces of the thread has an
average tensile strength of 64.4 kilograms. Then for the 98% confidence interval
of the difference in tensile strength means between type | and type 11, we have:

Theard1: n, =20,X, =72.8,0, = 6.8
Thread 2: n, =25,X, = 64.4,0, = 6.8

2

2
X, —X)+(Zax |2+ 2
(X, z)_(E - n2>
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(72.8 — 64.4) + (2.33 x [2 6_82>
20 25

8.4 + (2.33)(2.04) = (3.65,13.15)

Q2. Two random samples were independently selected from two normal
populations with equal variances. The results are summarized as follows.

First sample Second sample
Sample size (n) 12 14
Sample mean (X) 10.5 10
Sample variance (52) 4 5

1. Find a point estimate for u; — u,.

2. Find 95% confidence interval for pu; — u,.

a = 0.05 — tg == t0.025,24 == 2.064‘
2

MNq +Tl2 -2

7, — X R SZ(ny — 1) + 52 (n, — 1)
= X)+ (t?"ﬁnz—z Pt n_2> Sp* = ny +n, — 2
4(11)+5(13)
(0.5) + < 2.064 x 2.13 x /% + i) =T =454
(—1.23,2.23) Sp? = 4.54 = Sp = 2.13

Estimation and Confidence Interval: Single Proportion

* Point estimate for P is: %
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* Interval estimate for P is: p + <Zg X \@)
2

Question: A random sample of 200 students from a certain school showed that
15 students smoke. Let p be the proportion of smokers in the school.

1. Find a point Estimate for p.

n=200 & x =15

X

ﬁ=n——_0075—> g =0.925

200

2. Find 95% confidence interval for p.

95% - a=005 - ZE = Zo_025 = 1.96
2
<Z“ X ﬁ_
n

,o.o75><o.925
= 0.075 * <1.96 X T)

The 95% confidence interval is: (0.038, 0.112)

Estimation and Confidence Interval: Two Proportions

* Point estimate for P, — P, = p; — pp = 2 =2
1 2
* Interval estimate for P, — P, is: (p )+ P1d1 | P2l
1 2 D1 — P2 % w ”
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Q1. A random sample of 100 students from school *"A" showed that 15 students
smoke. Another independent random sample of 200 students from school *"B*
showed that 20 students smoke. Let p1 be the proportion of smokers in school ""A**
and p2 is the proportion of smokers in school *'B"".

(1) Find a point Estimate for p; — p-.

15
n1:100 x1:15 - ﬁl:m:0-15
2
n, =200 x,=20 = p, =0 =0.10

p1 — P = 0.15—0.1 = 0.05
(2) Find 95% confidence interval for p; — p.
95% - a =005 - Za=Zjps=1.96

(s = B2 & (2o x [P 4 2202)
2

ny n;

100 200

= (0.05) + <1.96 X J(°-15)(0-85) N (0.1)(0.9)>

= 0.05 + (1.96 X v/0.001725)

The 95% confidence interval is: (—0.031, 0.131)

Confidence Interval for the Population Variance and Standard Deviation:

_ 2 _ 2
pczﬂs<02<ngL>=1_a

X(n—l),% X(n—l),l—%
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Q1. We are interested in the content of a soft-drink dispensing machine. A random
sample of 25 drinks gave a variance of 2.03 deciliters?. Assume that the contents
are approximately normally distributed.

n=25 , §2=2.03
(1) The point estimate of the population variance of the contents is:
§2=2.03

(2) The lower bound of the of the 90 % confidence interval of the population
variance o2 is:

(n-1)S? _ (25-1)x2.03 _ (24)x2.03 _ 48.72

x? i

k = = 1.34
X(24),0.05 36.415

a 0.1
(n-1),7 (25-1)75-

(3) The upper bound of the of the 90 % confidence interval of the population
variance o2 is:

(n-1)S?  (25-1)x2.03 _ (24)x2.03 _ 4872 357
2 - 2 - 2 - o
X(n—l),l—% X(25—1),1—% X(24),005 13848

Q2. Ina series of experiments to determine the absorption rate of certain pesticides
into skin, measured amounts of two pesticides were applied to several skin
specimens. For pesticide A, the variance of the amounts absorbed in ny = 6
specimens was S% = 2.3, while for pesticide B, the variance of the amounts
absorbed in n, = 10 specimens was S5 = 0.6. Assume that for each pesticide,
the amounts absorbed are a simple random sample from a normal population.

n=6 , $2=2.3
n, =10, S2=0.6
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1. Find A point estimate of the ratio o7 /a2 of the two population variances is:

st
S 06

=23 _ 3833

2. The lower bound of the of the 90 % confidence interval of the ratio ¢ /o

SZ
S—lzx
2 F,,

a
1LY25

123

06 F

1 _3833x—=11
3.48

F5,9,0.05

= 3.833 x

5975

3. The upper bound of the of the 90 % confidence interval of the ratio o /o7

= 3.833 X Fy50,05 = 3.833 x 4.77 = 18.28

st _ 23
sz Vz»vp% o X F9,5,

Estimation and Confident intervals

_ (0}
X+ (Za —) o known
7 n
Mean - S
X+ (ta —) o unknown
. 72m-1 \/n
single
Population ] =
P Proportion p=x ng\/”%
2
_ 2 _ 2
ariance Xn-n@ (n-11-2
_ _ 2 2
X, —Xy) £ <Zg /0—1 + a—2> o, and o, known
2 nq n;
Two
: Means > o 1 1
Populations (X1 —X2) £ te g2 Sp ™ + nz
o, and o, unknown
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Sz =512(n1—1)+522(n2—1)
P n1 + nz - 2
Proportions (py — Py) + (Zz % \/m)
2 ng n,
Ratio of 52 1 < o2 _ 57 )
— X - — X
t\.NO S 22 F a 0'22 522 vz,vl,%
Variance V125
CHAPTER 5

e Testing of The Hypothesis for:
- Single mean
- Two means
- Single proportion
- Two proportion
- Single variance.
- Two variances.
- Two Samples Paired Observation
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Hypotheses Testing

1-Single Mean
(if o known):
Hypotheses Ho: p= o Ho: = o Ho: B = o
Hy:po# po Hi: p> o Hi:p<p,
Test Statistic X — i,
(T.S) T
R.R. and A.R.
el L
a2 s o o Sl
ke L1~z Zap e ARolhy 2 o S OB
5-Z g2y
Decision: Reject H, (and accept H;) at the significance level a if:
Z=>Zgn Z=Zy, Z<—Zy
orZ<—-Zun
Two-Sided Test One-Sided Test | One-Sided Test

(if o unknown):
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Hypotheses | Hy: pu = p, Ho: p=po Ho: p=po
Hy:p# po Hi: p>p, Hy:p <y,
Test Statistic X -y
W e
(T5) i
R.R. and
AR ofH,
1-a o & 1-a
Wi toez  ton S ARSI ta b | B o L
==top T
Decision: Reject H, (and accept H;) at the significance level o if:
T>ta/2 T>ta T<—ta
orT<—tyn
Two-Sided Test One-Sided Test One-Sided Test
Question 1:

Suppose that we are interested in making some statistical inferences about the
mean u , of a normal population with standard deviation o =2. Suppose that a
random sample of size n=49 from this population gave a sample mean X = 4. 5.

c=2,n=49 , X=45

() Ifwewanttotest Hy: u =5 ws Hy: p > 5, then the test statistic equals
to

X-u 4.5-5
Z — (o]

=R 27 =—1.75

(2) Ifwewanttotest, Hy: u =5 ws Hy:pu> 5, the Rejection Region of H

a = 005 - ZCZ = Z0_05 = 164‘5




1l - o

AR. of Ho Zy F;}RH
=]

1.645

The Rejection Region (R.R) is (1.645, =)

(3) Ifwewanttotest Hy: u =5 ws Hy:u > 5at, a = 0.05 then we

Z = —1.75¢& R.R = (1.645, )

Then we accept H,,.

P —value=P(Z >-175)=1—-P(Z < -1.75)=1-0.0401 = 09599 > «
Question 2:

An electrical firm manufactures light bulbs that have a length of life that is
normally distributed with a standard deviation of 30 hours. A sample of 50 bulbs
were selected randomly and found to have an average of 750 hours. Let u be the
population mean of life of all bulbs manufactured by this firm.

Test Hy: u = 740 vs Hq: p < 740 ? Use a 0.05 level of significance.

c6=30 , n=50 , X=750
e Hypotheses:

e Test Statistic (T.S):
_X—p, 750-740

L= m - 30/4%0

2.37
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¢ Rejection Region (R.R):
ZCZ == Zo_os == 164‘5

| -

|
A.R. of Hg

R.R. =»
of Hy “1—a.

=-Zg
e Decision: -1.645

Z =2.37 € R.R,then we accept H,

P —value = P(Z <2.37)=09911 > «

Question 3:

A random sample of size n = 36 from a normal quantitative population
produced a mean X = 15.2 and a variance §? = 9.

TestHy:u =15 wvs Hy:p+ 15,use a = 0.05.
s=3 ,n=36, X=152 , a=0.05
e Hypotheses:
Hy:u =15 vs Hy:p# 15
e Test statistic (T.S):
X-p, 152-15

YN 3//36 =04

e Rejection Region (R.R):
ta — t0_025 35 — 2032
—2 ,n—1 ,
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R.R. R.R.
of Hg | 1—w/2 taz o Ho
~tap

-2.032 2.032
e Decision:

t =0.4 € R.R,then we accept H,

2-Two Means:
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Hypotheses | Hy: pu—pup=4d Hepr—1b=d Hosi =1 =d
[ Hep—w#d Hizpi—pp>d  |Hp s = s <d
Test Statistic| , _ (X, _XZ)_d~N(O,1) {if of and o3 are known}
(T.S.) o 0
—+
L
oo S
(X —X,)—d

~t(m+my-2) {if o2=02=0" is unknown}

R.R. and
A.R. of H,
,;;5!
§}R1_(x AR. of Ho
: ==Zg
O Or
1-a @ = i
AR, of ';o te !:}R’:‘o ’Z}Rﬁo 11:(;(;' A.R. of Hg
Decision: Reject H,, (and accept H;) at the significance level o if:
T.S. € R.R. TS. e RR. T.S. e RR.
Two-Sided Test One-Sided Test One-Sided Test
, St =1 +85im, - 1)
Spe =
n1 + nz - 2
Question 1:
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Two random samples were independently selected from two normal populations
with equal variances. The results are summarized as follows:

First sample Second sample
Sample size (n) 12 14
Sample mean (X) 10.5 10
Sample variance (52) 4 5

Let 4 and u, be the true means of the first and second populations,
respectively. Test Hy: iy = up vs Hq:pq # 4y (usea = 0.05)

e Hypotheses:

Ho: g = pip or  Hoy:py —pp =0
Hy:py # Hytpy —pp #0
e Test statistic (T.S):
_ (X1—Xp)-d Sp? = 5% (n1—1)+53 (n,—1)
ny+n,—2

t =
Sp fnil+nl—2
__(10.5-10)-0 — 0597

2.13 /i+i
12 14

4(1D+5(13) _ 454
24

Sp? = 4.54 > Sp = 2.13

¢ Rejection Region (R.R):
= t0.025'24 = 2064‘

a=0.05 - t%,n1+n2—2

/2 /2

- tap

-2.064 2.064

e Decision:

RR § " RR
of Hy t1-as2 ta of H

t =0.597 € R.R Then we accept H,.

P —value =2 X P(t,, < 0597)=2%x03=06>a

3-Single Proportion:
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Hypotheses | Ho: p=p, Ho: p=po Ho: p=po
H:p#p, Hi:p>p, Hi: p<p,
T t isti : p — 0 X = 0 —
est Statistic g o np N(O0,1)  (go=1-py)
(1.5}
R.R. and A.R.
of H,
1-a o 2 l-a
ifR,,'{1-a/2 Za,z RR. ARy Ty RR. | S Z4-o Ty
==~ 2042 3 G =-Zy
Decision: Reject H, (and accept H,) at the significance level a if:
Z>ZLoyp 27, 1<-7,
orZ<—Zupn
Two-Sided Test One-Sided Test One-Sided Test
Question 1:

A researcher was interested in making some statistical inferences about the
proportion of smokers (p) among the students of a certain university. A random
sample of 500 students showed that 150 students smoke.

150
n=500 & x=150 - p = £00 =0.3

(1) Ifwewanttotest Hy:p = 0.25 vs Hy:p # 0.25 then the test
statistic:

7 = P—-po __ 0.3-0.25 — 258

Podo0 0.25%0.75
n 500

(2) Ifwewanttotest Hy: p=0.25 vs Hy:p # 0.25 ata = 0.1, then the
Acceptance Region of Hy is

a=0.1-Za=Zy45 = 1.645 - A.R = (—1.645, 1.645).
2



oth F1-az  Zap B
= - z afz
-1.645 1.645

(3) IfwewanttotestHy: p =0.25 vs Hqy:p # 0.25 ata = 0.1, then we:

Z = 2.58 &€ A.R, then we reject H,.

P —value =2 X P(Z > 2.58) =2 x0.0049 = 0.0098 < «

Question 2:

In a random sample of 500 homes in a certain city, it is found that 114 are heated
by oil. Let p be the proportion of homes in this city that are heated by oil. A builder
claims that less than 20% of the homes in this city are heated by oil. Would you
agree with this claim? Use a 0.02 level of significance.

114
n=500 & x=114 —>;§=%=0.23

e Hypotheses:
Hy:p=0.2 vs H;:p<O0.2

e Test statistic (T.S):
p—po 023-02

JM_ 02x08
n 500

7 =

1.67
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¢ Rejection Region (R.R):

e Decision:

a = 002 - ZCZ = Zo_02 = 2055

Z = 1.67 ¢ R.R, then we accept H,.

P —value=P(Z >167)=1-P(Z <1.67)=1-0.9525=0.0475> «

e Two Samples Test for Paired Observation

Q1: The following contains the calcium levels of eleven test subjects at zero hours
and three hours after taking a multi-vitamin containing calcium.

Pair 0 hour ( X;) 3 hours (Y;) | Difference D, = X, -Y;
1 17.0 17.0 0.0
2 13.2 12.9 0.3
3 353 354 -0.1
4 13.6 13.2 0.4
5 2522 7] 325 0.2
6 18.4 18.1 0.3
7 22.5 225 0.0
8 26.8 26.7 0.1
9 15.1 15.0 0.1

The sample mean and sample standard deviation of the differences D are 0.144
and 0.167, respectively. To test whether the data provide sufficient evidence to
indicate a difference in mean calcium levels (Hy: uqy = p, againstHq: pq # U)

with @ = 0.10 we have:

D=0144, S;=0167 , n=9
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[1].

2].

[3].

the reliability coefficient (the tabulated value) is:

tﬁn—l == t01 1 == t0.05,8 == 1860

2’ 29

the value of the test statistic is:

Ho:py = Uy Ho:pty —pp =0 Ho:pp =0
Hytpy # 1 Hytpy = # 0 Hy:pp #0

D—p, 0144-0

T = = =12.5868
S;/Nn 0.167/49

the decision is:

T = 2.5868 € R.R,then we |Reject H,

4-Two Proportions:

Hypotheses | H,: p; — p, =0 Hs:p1 ~pp=0 Hoipi—p =0
Hi:p1—pp 20 Hiipi—p=0 Hy:p —p, <0
Test Statistic (P = P2)
Z= ~N(0,1)
(I.8.) L
Pl
LT
R.R. and
AR. of H,
l-a & &
1o e Zarz S, AR olHo  Zg e i'f“nz1-a co sl
== zalz = " _Z(l
Decision: Reject H, (and accept H;) at the significance level a if:
. X1t X
P+,
Question 1:
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A random sample of 100 students from school **A** showed that 15 students smoke.
Another independent random sample of 200 students from school ""B** showed
that 20 students smoke. Let p4 be the proportion of smokers in school "'A'" and p,
Is the proportion of smokers in school "'B". Test Hy: p1 = p, VS Hy: p1 > P> .
(use a=0.05)

. xy 15
n1=100 & x1=15 — p1=_=—=015
n, 100
x, 20
n2:200 &x2=20 _9232:_:_:0.10
n, 200
e Hypotheses:
Hy:p; =p, or Hy:p;—p, =0
Hy:p; > p, Hy:py —p, >0
e Test statistic (T.S):
7 = (DP1-D2) p = X1+ Xy
ﬁq(nil+nl_2) n, +n,
0.15-0.10 = 15 + 20
) \/(0 1z()é0 8_8).( 1) 1y - 12 ~ 100+200
. . ﬁ'{'ﬁ
=0.12

¢ Rejection Region (R.R):
a=0.05—Z, =Zyos = 1.645

| -} o
}
A.R. of H 7  RR
) O of Hy
1.645

e Decision:

Z =126¢ R.R = (1.645,), Then we accept H,.

P—value=P(Z>126)=1—-P(Z <1.26)=1—0.8962 = 0.1038 > a

Testing the Population Variance

64



e One sample variance:
Hy: 0% = of Hy: 0% = o} Hy: 0% = o}
Hypotheses 0 9 0 9 0 9
P Hy: 0% # o§ Hy: 0?2 > of Hy:0?% < 0§
Test Statistics 2 _ (n-1)§? 5
(T.S) o? n-1
J/'/ \\ /\
R.Rand AR / \
Of HO _/ e /‘/ —
Xlz_% X%Z X‘% X%—u
Decision Reject H, at the significance level

e Two-sample variances:
Hy: 0f = 03 Hy: 0 = o2 Hy: 0f = 03
Hypotheses Hy:0f # o} Hy:0f > o} Hy: 0f < o}
Test Statistics 82 F
(TS) - 5_22 ~ pi-1n,-1
/N ™
R.Rand AR \ / \
of HO /‘ \\\\\_ | —
Fl_% F% F, Fi,
Decision Reject H, at the significance level

Question 1:
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We are interested in the content of a soft-drink dispensing machine. A random
sample of 25 drinks gave a variance of 2.03 deciliters?. Assume that the contents
are approximately normally distributed. The soft-drink machine is said to be out
of control if the variance exceeds 1.15 deciliters?. To test

Hy: 0% = 1.15 vs Hy: 02 > 1.15 with 0.05 level of significance, then:

(1) The test statistic used is:

= 42.365

. (n—1)S?  (25-1)2.03
XS T 115

(A) ] 7.500 (B) [ 0.833 (C) ] 42.365 (D) [ 10.823

(2) The critical region is:

X2no1 = Xtos24 = 36415

(A) | (36.4150) | (B) | (33.196,%) | (C) | (1.96,) |(D)] (1.645,0)

(3) The decision is:

(A) | Not reject H, | (B) | Reject H,

Question 2:

In a series of experiments to determine the absorption rate of certain pesticides
into skin, measured amounts of two pesticides were applied to several skin
specimens. For pesticide A, the variance of the amounts absorbed in n =6

specimens was s? = 2.3, while for pesticide B, the variance of the amounts absorbed
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In n,=10 specimens was s?=0.6. Assume that for each pesticide, the amounts

absorbed are a simple random sample from a normal population. To test the claim
that the variance in the amount absorbed is greater for pesticide A than for
pesticide B, thatis H,: 62 =2 vr H,: o2 = o2 With 0.10 level of significance, then:

1. The value of test statistic is:

Sz 23
= =""-3833

F=—==
SZ2 0.6

(A) 3.833 (B) (0.1 (C) 0.057 (D) [2.35

2. The non-rejection region is:

!
\
/'/( }\\K

1 1

F, a = F = = = 0.21
I=pm=1n,—1 0.95,5,9 Foos95 477

F%,nl—l,n2—1 = Fy 05,59 = 3.48

(A) | (~0-1.96) [(B) | (-1.96,0) [(C) | (-1.96,1.96) | (D) [ (0.21,3.48)

3. The decision is:

(A) | Not reject H, | (B) | Reject H,

Question 3:
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The following data represent the sizes and variances of two normal samples:

» Totest H,: 02 =15 vr H,:c? >15with level 0.05, then:

a. The test statistic used is:

Samplel n, =10

Sample2 n, =13

_(n-1Ss?  (10-1)18

s2 =18

s

1.5

2 —
og 1.5 108
(A)|7.5 (B) | 0.833 (C)|1.2 (D) | 10.8
b. The rejection region is:
)(czz,n—1 = Xg.05,9 =16.919
A) | (~0,-16.92) [(B) | (-16.92,») [(C) | (16.92,:0) [ (D) ] (1.645,)
c. The decision is:
(A) | Accept H, (B) | Reject H,

> To test claim with level 0.10 that both variances are equal, then:
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d. The test statistic used is:

o St 18 12

sz 15

(A) |75 (B) |0.833 (C)|1.2 (D) | 10.8
e. The acceptance region is:
\\\
F il

1 1
F1_%,n1_1,n2_1 = Fyo5912 = Foverss 307 0.326
F%,n1—1,n2—1 = Fo.059,12 = 2.8
(A) | (0.326,2.8) | (B) | (-2.8,2.8) (C) | 28,0) [(D)] (1.645, )

f.The decision is:

(A) | Accept H, (B) | Reject H,

Testing
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X — u,
Z = o known
a/\n
Mean —
X — U, I
single t = S/—\/ﬁ O unknown
Population _
) Z — P—Do
Proportion Podo
n
. n—1)s2
Variance X% = %
Oy
X,—X,)—-d
7 = %% o, & 0, known
a§+ﬁ
ni np
Means
X,{—X,)—d
t = % o, & 0, unknown
Two Sp |—+—
- nq np
Populations
7 = (1—D2) ﬁ _ X1tXp
Proportions Y | ny+1n;
p pq(n1+n2)
. St
Variances F==
SZ
D-up

Two samples T test for paired observation T =
W p pai vati Sa/vn
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CHAPTER 6

e Goodness of Fit Test.
e Test for Independency and Homogeneity.

Goodness of Fit Test
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Hvootheses Hy:The data follow (...) distribution
yp H,:The data do not follow (...) distribution
Test Statistics 2 _ vk (0i=E)?
(T.S) A= L=t
/ ’/\\\'\
R.Rand AR / \
of H, y |
Xa
Decision If y2 > x2 = Reject H,

Q1. A doctor believes that the proportions of births in this country on each day of
the week are equal. A simple random sample of 700 births from a recent year is

selected, and the results are below.

Day Sunday Monday Tuesday Wednesday | Thursday | Friday Saturday
Frequency 65 103 114 116 115 112 75
Expected | E; =100 | Ep =+ | E3= E, =100 | Es =100 | E, =100 | E, = 100
(E1)

At a significance level of @ =0.01, we want to test the hypothesis if there is enough
evidence to support the doctor’s claim.

1. The expected frequency E, is

E, = 100

2. The degree of freedom of the y? test statistic is

v=7-1=[6]
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3. The value of the y? test statistic is

x° =

)2 _ 2
k (0i—E;) — (65—100) +

(103-100)2

i=1 El

4. The critical value is

100

100

_ 2
TG LD YY)

X2no1 = Xbo1e = [16.812

5. The decision about the doctor’s claim is

26.8 € (16.812,00) =

Reject H,

Q2: We test the balance of a dice. If the results of tossing the dice 180 times are:

X 1 2 | 3| 4 5 6
Frequency | 15 | 40 | 36 | 25 | 45 | 19 | 180
Ei 30 |30 30|30 30 | 30
1. The expected frequency of each face is
(A) | 40 (B) |50 (€ |30 (D) 60
2. The test statistic used to perfume this test is distributed as:
AT B) | F (C) | Normal (D) | Chisquares
2. The degree of freedom of the value of the test statistic is:
v=6-1=
(A) |6 B) |5 ©) |7 (D) |8
3. The value of the test statistic is:
2wk (0;—Ep)? _ (15-30)% | (40-30)2 (19-30)%
X = di=1 E;, 30 tg Tt T T m
(A) |8.94 (B) |22.4 (C) | 244 (D) |44.7
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4. The table value, at the 0.05 significance level, is

Xczz,n—l = X(2),05’5 = |11.070

(A) [225 B) [17.6 C) [18.45 (D) [11.070

5. The conclusion is

24.4 € (11.070 ,00) = [Reject H,

(A) | Accept the balance | (B) | Reject the balance | (C) | No Decision

Q3: We investigate the number of errors in electrical circles panel printers. A
random sample of 200 panel printers is selected and we recorded X= Number of
errors in each printer. The table is the observed and the expected of each value of

X in the sample:

Values of X X, =0 X, =1 | X3=2 | x,=3 | X =4
0 0,=75 |0,=66|0,=42 | 0,=13 | O, =4
Ei El = 7176 E2 = E3 = 377 E4 = E5 = 33

L A

Test at a = 0.10 the inspector claim that X follows Poisson distribution

1) The estimate of Poisson parameter A is:
1= (Ox75)+(1><66)+(2;<;LZ)+(3><13)+(4 ) 1025

2) The expected number of errors E, is:

»2e (1.025)1¢—(1.025)

-1
E, = X 200 =

x5!

X 200 =

3) The expected number of errors E, is:

Xa =2 3 ,—(1.025)
Ey =" x 200 = 12V ° x 200 =

X4!
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4) The degree of freedom of the y?test statistic is:

v=5—1=

5) The value of the 4? test statistic is:

2wk (Oi—Ei)2=(75—71.76)2 (66—73.55)% . (4-3.3)?

A= =1 E; 71.76

6) The rejection region R.R is

Xen1=X614=7779 = R.R €((7.779 ,0)

7) The conclusion is
1.56 & (7.779 ,0) =

73ss VT 33 =m

Accept the claim

Q4. 1000 bags of oranges, each containing 10 oranges. Some of the oranges are

rotten. The observed numbers of rotten oranges per bag are tabulated as follows:

No. of rotten oranges | 0 1 2 3 4 5 6
Observed counts (Oi) | 334 369 191 63 22 12 9
Expected counts (Ei) Ei=297.4 E.=3834 Es=.. Es=... Es=17.3 Ee=2.7 E=0.3

Suppose that we want to test at level of significance 0.05, that this data suggest

that the distribution of rotten oranges in the individual bags follow a binomial
distribution with parameters n=10 and unknown p (Bin(10, p)). Then:

@) The null hypothesis Ho is:

A

B

The counts of rotten oranges follow Poisson distribution

The counts of rotten oranges do not follow a
binomial distribution (Bin(10, p) for some p)

C

D

The counts of rotten oranges follow a binomial distribution
(Bin(10, p) for some p)

The counts of rotten oranges follow a binomial
distribution (Bin(n, 10)

) The estimate of the unknown parameter p is:

_(0%334)+(1%369)++(6X9)

= 1.142

EX)=nXp= 000
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nxp=1142 =10 xp = 1.142 =

p = 01142

3) The expected number of errors Es is:

p(X =2) = (120) (0.1142)%(1 — 0.1142)8 = 0.2224
E; = 1000 x p(X =2) =1000 x 0.2224 =

4) The expected number of errors Es is:

p(X = 3) = (130) (0.1142)3(1 — 0.1142)7 = 0.0765

E, = 1000 x p(X = 3) = 1000 x 0.0765 =

) The degree of freedom of the »? test statistic is:

v=7-1=]6]

©6) The value of the 4* test statistic is:
(0;—E)? (334-297.4)%>  (369-383.4)2
Xt = i'czl E; - 297.4 + 383.4

.o

() The rejection region (R.R) of Ho is:
X2no1 = X205 =12.592 = R.R €

@) The decision is:

(9-0.3)2

T =
0.3

(12.592 , )

297.47 € (12.592, ) = [Reject H,

Test for Independence (categorical data)
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Hvootheses Hy:The two random variable are independent
yp H,:The two random variable are not independent
(0ij—Eij)?
o X 2= ‘{=1 25_1 %
Test Statistics N
(T.5) £ = (" column total)x(it" row total)
g grand total
/ | \\\.
RRand AR f
Of HO —/ k‘k‘“ﬁ:
th,v
v=_(—-1)x({r—-1)
Decision If x> > y2 = Reject H,

Q1: We test the hypothesis at level of significance 0.05, that the size of a family is
independent of the level of education attained by the father. A random sample of
400 married men, all retired, were classified according to education and number

of children. The table shows the observed o, and the expected E;, values:

Number of Children
0-1 2-3 4-5 | Overb
c | Elementary | O | 25 48 44 50
2 E| 3257 | 5386 | 3883 | 4175
S | Secondary 30 53 28 32 143
2 27.89 E,, E, | 3575
College 23 28 21 18
17.55 | 29.03 | 2093 22.5
129 93
1) The test statistic used to perfume this test is distributed as:
A | T B) |F (©) | Normal (D) | Chisquares

2) The mathematic expression of the test statistic is:
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= (Oj _Ej)2 (B) = (Oj _Ej)2
2—5 2—F
W] © T B

(C) ii (Oij ;“Eij)z (D) Zr:i (Oij ;.Eij)z

i—1 j-1 i i—1 j-1 ij

3) The expectation E, is:
143%93

E23 - 400 - 33.25

4) The expectation E,,is:
143x129

E22 == 400 = 4‘6.12

5) The value of the test statistic is:

2 2 2 2
2 _vr ve (0y—Ei)® _ (25-32.57)® | (48-53.86)2 (18-225)® _ 975
X =1 ZFl Ejj 32.57 + 53.86 toed 22.5 -

6) The degree of freedom of the test statistic is:
v=(c-Dxr-1)=A4-1)xB3-1)=3x2=[6]
7) The rejection region R.R is:
X056 = 12.592 = [(12.592,0)
8) The decision about the independence is
9.75 ¢ (12.592,0) = |Accept H,
Q2: In an experiment to study the dependence of hypertension on smoking habits,

the following data were taken on 180 individuals:

Non-smokers (NS) | Moderate Smokers (MS) | Heavy Smokers (HS) Total

Hypertension 21  (E11=33.35) 36 (E2=29.97) | 30 (E13=23.68)
No hypertension | 48 (E21=35.65) | 26 (E2.=32.03) 19 (E23=25.32) 93
Total 62 49 180

Suppose that we want to test the hypothesis at level of significance 0.05, that the

presence or absence of hypertension and the smoking habits are independent.

The test statistic used to perfume this test is distributed as:
A B C D

T F Normal Chi squares
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1. The mathematical expression of the test statistic is:
A B C D
& (O, -E)’ c (O, -E))’ L & (O —Ep? £ S (O — Ey)?
Zl: OJ Zl: Ei ;; Oij ;; Eij

7.

The value of the expectation E,, is:

E,, = 2X2 =[32.03

180
The value of the expectation E,; is:

The value of the test statistic is:

Eyij 33.35 29.97

The degree of freedom of the test statistic is:

2 _wor we (0j—Ei)? _ (21-33.35)2  (36-29.97)2
X° =iz Xi=1 =

_ 2
+(19 25.32)2 _ 1446

22.5

v=(c-Dxr-1)=CB-1Dx2-1)=2x1=[2]

The rejection region (R.R) of Ho is:

The decision about the independence is:

14.46 € (5.991,0) = |Reject H,

03. Results of a random sample of children with pain from musculoskeletal
injuries treated with acetaminophen, ibuprofen, or codeine are shown in the
table. At a = 0.10, we want to test the hypothesis that the treatment and result are

independent
Acetaminophen | Ibuprofen Codeine Total
Significant 200
Improvement 58 (Eu=66.7) | 81 (Ew=...) 61 (E13=66.6)
Slight Improvement 100
42 (En=..) | 19 (E»=333) | 39 (E2»=33.4)
Total 100 100 300
1. The distribution of the test statistic is
(At | (B) Binomial | (C)Chisquares | (D) Normal |
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2. The value of the expectation E12 is

200x100
By =— _— =[667
3. The value of the expectation E1 is
100x100
E, = 00 = 33.3
4. The mathematical expression of the test statistic is
(A) (B) ©) (D)
S (OJ‘ — Ej)2 S (Oj _Ej)2 e (Oij _Eij)2 L& (Oij - Eij)2
; EJ‘ Zl: Oj ;; Eij éé Oij

5. The value of the y? test statistic is

R )2 _ 2 _ 2 — 2
42 = ?:125:1(0” Eij)? _ (58-66.7) +(81 66.7) + ...+(39 33.4)% _ 14.02

Eij 66.7 66.7

6. The critical value is

33.4

v=(-DXxr-1)=@-1DxQ2-1)=2x1=2

)(5.10,2 = |4.605

7. The decision about the independence is

14.02 € (4.605,0) = |Reject H,
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CHAPTER 7

Correlation:
b4 Y
X ° . > X
Strong positive correlation Very Weak correlation
(r = 0.80) (r = 0.25)
Y v
- X > X
Weak negative correlation Strong correlation & outlier
(r = -0.45) (r =0.7)
SXY
Corr(X,Y) =1ygy =
SXX
SXX:Z(XL'_)?)Z SXYZZ(XL‘—Y)(YL'—V)

=X X} —nX? =Y X,Y, — nX¥




e Simple Linear Regression:

intercept = a ™
> X
y = bo + b1X
bo=y—bi b=
o Testing f;:
¢ by = P1o
S(bs)

e Estimation for S:

S(b ) — o 6_2 — SSE — Z(yi_j}i)z
1 w/SXX ! n-—2 n-2
SSR SSE
C icient of determination: R* = — =1——— =1}
oefficient of determination SST SST Ty

—>
| sse | .
Sxx

. S
SSE = Z(yi —yi)z = Syy _ﬁ = Zelz = Zyiz — b2y, — b1 2x;y;

LSS

SSR
SST = Z(y; — ¥)* = Syy

|SST = SSE + SSR|




Q1: The grades of a class of 9 students on a midterm report (X) and on the final
examination (Y) are as follows:

Y| 775071728194 |96|99 67 | > x? =62240, >y =57557

X[82|66|78/80]85/85/99|99|68 Dx=742, Ly, =707, >.xY, =59648

The value of Pearson Correlation coefficient is:

Syx = Y(X; — X)? = ¥ X% —nX? = 62240 — 9 x (7;3) =[1066.222
_ _ 2
Syy = X(V; — V)2 = N Y2 — n¥? = 57557 — 9 X (%) 2018.222

Sxr = X(X; = X)(¥, = V) = R.X;Y; - k¥ = (59648) — 9 x () (57) =

2

Sxy 1359.778
= = = 0.927
JSxx Syy  V1066.222x2018.222

r

If the estimate of the linear regression lineis y = by + b1 X, then

1. The value of by is:

S 1359.222
b, =2 = = 1.275
Sxx  1066.222

3. The value of by is:
bo - _)_/ - blf

707 742
- (T) — (1.275) % (T) = —26.56
4. A student got 85 on the midterm, then the estimate of the final grade is:

y =by+ b, X =-2656+1.275X
= —26.56 + 1.275 x (85) = 81.82

Q2. A study was made by a retail merchant to determine the relation between

weekly advertising expenditures and sales.

costs $ (X) 40 20 25 20 30 50 40 20 50 40 25 50

480 510

Sales $ (Y) 385 | 400 395 365 475 440 490 420 560 525

D X =410,>y, =5445> x? =15650, > |y? = 2512925, Xy, =191325,
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1. The Pearson correlation coefficient of sales and advertising costs is:

Syx = X(X; — X)? = ¥ X? —nX? = 15650 — 12 x (‘“0) = [1641.67]
Syy = X(¥; — V)% = X Y2 — n¥'? = 2512925 — 12 x (544 ) 42256.25

Sxr = XX — X)(¥; = V) = LX;¥; — nV = (191325) — 12 x () (%5°) = [5287.5]

S 5287.5
r = X = = 0.63
JSxx Syy  V1641.67x42256.25

- If the estimate of the linear regression line isy = by + b4 X, then:

2. The value of b4 is:

b, = Sxy _ 52875 _ 355

Sxx  1641.67

3. The value of by is:
by =y —bx

= (337) - G2 x (£) = 343.71

4. If the advertising costs is $30, then the weekly sales are:

Yy =bo+ b X =343.71+3.22X
= 343.71+3.22 x (30) = 440.31

- We want to test the hypothesis that #; = 0 against the alternative that g; # 0 at

the 0.05 level of significance.

1. The residual sum of squares SSR is:

Sz, (5287.5)2
SSR =2 = = 17030.04
Syx  1641.67

2. The total sum of squares SST is:



SST = Syy = 42256.25

3. The value of the statistic test is:

bl - BlO 322 - 0
= =12.6|
S(by) 1.24 [26]

t =

52 _ SSE _ SST=SSR _ 42256.25-1703004 _ 5con coc & 502757

n-2  n-2 12-2
o 50.2257
S(bl) B JSxx V164167 1.24
4. The decision is:
t1—%,n_2 = ty.97510 = 2.228
-2.228 2.228

t = 2.6 ¢ (—2.228,2.228) = Reject H,

Q3. The shear resistance of soil, Y, is determined by measurements as a function of
the normal stress, X. We assume that the errors g; are normally distributed. The data
are as shown below:

x;| 10 11 12 13 14 15 16 17 18 |19 20 21

y;| 14.08 | 15.57 | 16.94 | 17.68 | 18.49 | 19.55 | 20.68 | 21.72 | 22.8 | 23.84 | 24.79 | 25.67
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We have D x =186, >y, =241.81, > x =3026, ) y/=5025.399, > Xy, =3895.65
1. The coefficient Syy is
_ v\2 — 2 V2 _ 186\% _
Syx = N(X; — %)% = ¥ X? —nk? = 3026 — 12 X (E) — 143

2. The coefficient Syy is

_ _ 2
Sy = X(Y; — V)2 =Y Y2 —n¥? = 5025.399 — 12 X (24;81) —[152.726

3. The coefficient Syy is
Sy = XX, = DY, - 7) = X.X,Y; — nkV = (3895.65) — 12 x (=) (22 =

12 12

4. The sample linear correlation coefficient r is

Sxy 147.595

- JSxx Svy - \V143x152.726 = 0.9987

r

- If the estimate of the linear regression line isy = by + b4 X, then:

5. The value of b4 is:
Sxy __ 147.595

b, = = 1.032
Sxx 143
6. The value of by is:
by =y —bix
241.81 186
= ( = )— (1.032) X (E) = 4.15

-We want to test the hypothesis that 5; = 1 against the alternative that g; > 1 at
the 0.05 level of significance. The residuals e; are
-0.394 0.064 0.402 0.109 -0.113 -0.085 0.013 0.021 0.069 0.077 -0.005 -0.158

7. Deduce that the value of SSE is

SSE =Y e? = (—0.394)% + (0.064)2 + (0.402) + --- + (—0.158)2 =[0.389
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8. The unbiased estimate of a&? is

62 =F _ 038 _130389] = 4 =0.197

n-2 12-2

9. The value of the test statistic is

by
t = = = [1.94]
S(by) 0.0165

0.197

_ o
S(by) = == J55 = 0.0165

10. The critical value is

t1—aqn-2 = to.gs10 = [1.812

11. The decision is

t =1.94 > 1.812 = [Reject H,

1.812

12. The coefficient of determination R? is

2 _ SSR _

= = =1 = (0.9987)% = 0.9974

13. Determine the 90% confidence interval for the parameter 3, (2 marks).
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181 € <b1 i tl—%,n—z X S(b1)>

Br € (1.032 £ tos10 X (0.0165))

B1 € (1.032 £ (1.812) x (0.0165))

By € (1.002 ,1.062)
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e On way ANOVA — Completely Randomized Designs (CRD):

CHAPTER 8

Hoipg = pip = =+ =
H;:at least two of the means are not equal.
Sou_r ce o Sum Square Degrees of freedom Mean Square F
Variation
MSA = MStT't
Treatment SSA =SSy = dfiry =k — 1
( Between) it (i = 3)? e _ 554
k-1
_ MsA
"~ MSE
Error SSE = §S,, = dfer = ’Iz(n —kl) MSE = MSer
L _\2 = kn —
(Within ) Yia X0 (i —v1) —N—k =E
N—k
SST = SStOt =
—_\2
=N -1
|SST = SSA + SSE |
14
fa

Reject Hy if F > Fyp_1pm-1)
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Q1. The statistics classroom is divided into three rows: front, middle, and back.
The instructor noticed that the further the students were from him, the more likely
they were to miss class or use an instant messenger during class. He wanted to see
at level of significance 0.05: Are the students further away did worse on the
exams? For this end, a random sample of the students in each row was taken. The

score for those students on the second exam was recorded:

Front: 82, 83, 97, 93, 55, 67, 53
Middle: 83, 78, 68, 61, 77, 54, 69, 51, 63
— Back: 38, 59, 55, 66, 45, 52, 52, 61

Let the one-way ANOVA tabulated as follows:

S fvariati s ‘ Degrees of Mean Test
ource ot variation um ot squares freedom Squares Statistics
Treatments SS, dfirt MSirt
Errors SS,, dfer MSer Fo
Total SS,.= 5287.83 dfior
n; Sum | Mean
Front | 8283|97|93 55|67 |53 7 530 | 75.71
Middle | 83|78 68 |61 |77|54|/69|51 /63| 9 604 | 67.11
Back [38|59|55|66|45|52|52|61 8 428 | 53.50
24 | 1562 | 65.08 | Total |

1. The value of SS,,; is:
SStre = Zi‘{:ﬂli ¥ —¥)?

=7 % (75.71 — 65.08)% + 9 X (67.11 — 65.08)% + 8 X (53.50 — 65.08)% = 1901.52

90



2. The value of ss,, is:
SSer = SSior — SStre = 5287.83 — 1901.52 = 3386.32

3. The degrees of freedom of the treatments (dfy) is:
k—1=3-1=2

4. The degrees of freedom of the errors (dfer) is:
N—-—k=24-3=21

5. The degrees of freedom of the total (dfio) is:
N—-—1=24-1=23

6. The Mean Squares of the treatments (MSir) is:

SSpe  1901.52
MStrt - k — 1 - 3 — 1 - 950.76

7. The Mean Squares of the errors (MSe) is:
SSer  3386.32

MSer = 35— = 5z —3 = 161.25
8. The value of the test statistic Fo is:
MS 950.76
=t = 5.896

9. The rejection region (R.R) of Ho is:
Fa(le=1),(N-k) = Fo.05221 = 3.47 = |RR is (3.47,0)

10. The decision is:

F =5.896 > 3.47 = |Reject H,,
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Q2. Three types of medium sized cars assembled in New Zealand have been test
driven by a motoring magazine and compared on a variety of criteria. In the area
of fuel efficiency performance, five cars of each brand were each test driven 1000
km; the km per liter data are obtained as follows:

Kilometres Total Mean
per liter
Brand A | 7.6 8.4 8 7.6 8.4 40 8
BrandB | 7.8 8 9.1 8.5 9.6 43 8.6
BrandC | 9.6 10.4 9.2 9.7 10.6 49.5 9.9
Let the one way ANOVA tabulated as follows:
Source of Sum of Degrees of Mean Test
variation squares freedom Squares | Statistics
Treatments SSA dfire MSA
Errors SSE dfer MSE f
Total SST Afrot

At a significance level of a =0.05, we want to compare the means of the three
groups.
1. Write the hypotheses H, and H;. Explain (2 marks).

Hy:puy = pu, = u3 vs Hj:atleast two of the means are not equal.
Are the three bands have the same fuel consumption or not?

2. The grand mean y is

| (A) 40+43+495)/3|  (B) (40+43+495)/5 |  (C) (40+43+49.5)/15=8.83333

3. The value of SSA is

S8t = Z{'c:1ni()_’i. - )_’..)2
=5x%x(8-8.83)2+5x(8.6—883)2+5x(9.9—-8.83)2 =
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SN

I3y —7.) =TTy} —155%and XX y% = 1184.11 . Then SST is:
SST =YYy — 1552
= 1184.11 — 15(8.8333)% = 13.69

5. The value of SSE is
SSE = SST — SSA = 13.69 —9.43 =

(o]

. The degrees of freedom of the treatments (df,,) IS
k—1=3-1=2

\‘

. The degrees of freedom of the error (df ;) is
N—-—k=15-3=12

8. The degrees of freedom of the total (df ;o) IS
N-1=15-1=14

9. The Mean Squares of the treatments (MSA) is

MSA =34 2% _ 477
k—1 3—1

10.The Mean Squares of the errors (MSE) is

MSE = 23E — #26 _ (355

N-k  15-3
11. The value of the test statistic F is

=24 - 27— 13.296
MSE 0.355

12. The rejection region (R.R) of H is
Fa,(k-1),(n-k) = Fo.05,212 = 3.89 = |RR is (3.89, )

13. The decision is

F = 13.296 > 3.89 = [Reject H,




» A pharmaceutical company conducts an experiment to test the effect of a new
cholesterol medication. The company selects 15 subjects randomly from a larger
population. Each subject is randomly assigned to one of three treatment groups.
Within each treament group, subjects receive a different dose of the new medication.
In Group 1, subjects receive 0 mg/day; in Group 2, 50 mg/day; and in Group 3, 100
mg/day. The treatment levels represent all the levels of interest to the experimenter,
so this experiment used a fixed-effects model to select treatment levels for study.

After 30 days, doctors measure the cholesterol level of each subject. The results for all 15 subjects
appear in the table below:

Dosage

Group 1, Group 2, Group 3,
0 mg 50 mg 100 mg
210 210 180
240 240 210
270 240 210
270 270 210
300 270 240

Vi 1290 1230 1050
V; =2 =258 =2 = 246 2= 210

__ 1290+1230+1050
- 15

= 238

At a = 0.05 , does dosage level have a significant effect on cholesterol level? The analysis of
variance (ANOVA) Table:

Source of Variation SS df MS F
Treatment “A” 2 “B” “E”
Error “C” 12 750
Total 15240 14
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[1]. The value of the “sum of squares treatment (SSA)” denoted by “A” in the ANOVA table is:

Yk (7 — 7 )% = 5(258 — 238)2 + 5(246 — 238)2 + 5(210 — 238)2 = 6240

A B C D
4580 5147 6240 3697
[2]. The “sum squares error (SSE)” denoted by “C” in the ANOVA table is:
SSE = 15240 — 6240 = 9000
A B C D
4578 3978 4256 9000

[3]. The value of the “mean squares treatment (MSA)” denoted by “B” in the ANOVA table is:

6240

MSA = - = 3120

A B C D
3120 4512 5689 1647
[4]. The value of the calculated F test, denoted by “E” in the ANOVA table is:
3120
F=—1-=416
A B C D
3.28 4.16 2.15 6.20
[5]. The decision is:
F = 4‘16 > F0_05,2]12 = 388
o
0 f
3.88
A B C
Reject Hg Don’t Reject Hg Decision is not possible
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e Two-way ANOVA — Randomized Complete Block Design (RCBD):

HE oy = pp = = HE % uy = gy = - =y,
Hi™*: at least two p; # u;. HP'%: at least two p; # ;.
Source of Degrees of
Variation Sum Square freedom Mean Square F
SSA
Treatment =X b —7)? k-1 MSA =2 Fore =
_1gk 2 _ Y k=1 MSE
= ;Zi=1 Yi —
SSB
_ —\2
Block =X k(¥ 7)) b—-1 MSB = g Fpiock = Z—ii
_1yp .2 _ ¥
= ;Zj:1 Yi~ N
Error S5E = 2| (k=1)(b—1) | MSE = ——
Y Z?:l(yij -V =V =) (k=1)(b-1)
SST
_ vk vb = = )2
Total _Zi=12j:1b(yij_y..) = bk —1
ota — Zk Zb 2 _ y_z = N-1
= Li=14j=1Yij T
[SST = SSA + SSB + SSE]|

o

0

Reject HE™

fa

if Fere > For—1,0e-1)(-1)
: lock
Reject Hg °if Fpiock > F o b—1,(k=1) (b-1)
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An Experiment to test the difference between 5 treatments, using @ = 0.02 gave
the following data:

Treatment Blocks Total
1 11 15 15 41
2 6 11 12 29
3 7 5 13 25
4 8 10 11 29
5 4 6 10 20
Total 36 47 61 144

The Analysis of Variance (ANOVA) Table:

SOlTEL 5 ss df MS F
Variation
Treatment SSA MSA F
Blocks SSB
Error SSE MSE
Total
1) SSA =
2 2
SSA =23l y? — L = 2[(41)? + (29) + (25)° + (29)” + (20)7] — L&
= 2 [a3s8] — 2 = 80.2666
' A) 20.5 | B) 35.6 | C) 283 | D) 80.3

2) SSB =



(144)

SSB =130, y% - L =1{@36)* + (47" + (61)7] — &

N
= L7226] =Y — 628
5 15
'A) 36.9 |B) 82.0 |C) 62.8 | D) 55.7
3) SSE =
SST =Sk, Sh yf—%
(11 + (6)* + (7)* + (8)* + (4)°
I COR

=1 (15)* + (11)* + (5)* + (10)* + (6)*
(15)% + (12)* + (13)* + (11)* + (10)?

(144)?

= [1552] — = 169.6

SST = SSA + SSB + SSE

169.6 = 80.3 + 62.8 + SSE
SSE = 26.5

| A) 26.5 | B) 15.0 C) 218 D) 17.7

4) MSA =

SSA 803

MSA = — =—=20.075
1 4

|A)115 | B) 15.3 1 C)24.3 D) 20.1
5) MSE =
MSE = —>2 = _%° __33125

(k-D)(®-1)  (-DE-1)
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A)11.7 'B) 6.1 ' C) 9.8 D) 13.2

6) The decision is

Ho:rpy =ty = Uz = fly = s
Hi:at least two u; # y;.

Source of s df MS F
Variation
80.3 20.1 _
Treatment 80.3 4 - = 20.1 reTpr 6.1
Blocks 62.8 2
Error 26.5 8 % =3.3125
Total
F = 6.1 > F0.05,4,8 = 384
o
0 fr
3.84
Then we Reject H,,
| A) Reject H, | B) Accept H, | C) No Decision |

An Experiment to test the difference between 5 treatments, using « = 0.05 gave
the following data:

Treatment Blocks Total
1 17 10 18 45
2 16 9 14 39
3 15 8 9 32
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4 16 9 14 39
5 17 9 13 39
Total 81 45 68 194

The Analysis of Variance (ANOVA) Table:

Source of

Variation S5 el MS F
Treatment a b C
Blocks d
Error e
Total

1) a=

1 y?
SSA =¥ yvi -

SSA=bYk G —7)? =

1
3

W | R

B (194)?
[7612] e

S[(8)? + (390 + (327 + (39)? + (39)7] — 2

= 28.2666

15

3 x [(15 —12.933)2 + (13 — 12.933)2 + (10.67 — 12.933) + (13 — 12.933)2 + (13 — 12.933)?]

' A) 205 ' B) 35.6 C) 283 D) 10.5
2) b=
MSA =22 =22 = 7075
k—1 4
A)115 |B) 7.1 C) 43 D) 155
3) c=
MSE = —>~ 77 —=22125

—DG-1  G-DG-1)
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|A) 6.7 | B) 8.0 C) 18 D) 3.2
4)d=
1 2 1 2
SSB =232, y%—% =2[(81)? + (45)? + (68)2] — L
= §[13210] — (1;:)2 = 132.9333
|A) 132.9 | B) 182.0 C) 112.8 | D) 100.7
5) e=
2
SST =T S0 vf— %
(17)* + (16)* + (15)* + (16)* + (17)? :
=| 02+ @2+ @2+ + () | -2
(18)* + (14)* + (9)* + (14)* + (13)?
= [2688] — (119;)2 = 178.933
SST = SSA+ SSB + SSE
178.9 = 28.3 + 132.9 + SSE
SSE =17.733
'A)115 'B) 15.0 C) 218 D) 17.7
6) The decision is
Ho:py =t = Uz = g = s
Hi:at least two u; # y;.
Source of s df MS F
Variation
28.3 7.1
Treatment 28.3 4 = 7.1 PTET 3.2
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Blocks 7.1 2
Error 17.7 8 % =2.2125
Total
F = 3.2 < F0.05,4-,8 = 3.84
o
fu
3.84
Then we Accept H,

| A) Reject H,

| B) Accept H,

| C) No Decision
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s TABLE 4.3

Randomized Complete Block Design for the Vascular Graft Experiment
e —

Batch of Resin (Block)

Extrusion Treatment
Pressure (PSI) 1 2 3 4 5 6 Total
8500 90.3 89.2 98.2 93.9 874 97.9 556.9
8700 92.5 89.5 90.6 94.7 87.0 95.8 550.1
8900 85.5 90.8 89.6 86.2 88.0 934 533.5
9100 82.5 89.5 85.6 87.4 78.9 90.7 514.6
Block Totals 350.8 359.0 364.0 362.2 341.3 377.8 y. = 2155.1

To perform the analysis of variance, we need the follow-

ing sums of squares:

BN )
SSTreatments = b 2 vl2 N

1

6

= —[(556.9)* + (550.1)> + (533.5
a,  (2155.1)
tOldef] —— - 11811

Analysis of Variance

sS 1y )
Blocks aj=l J N
= %[(350.8)2 + (359.07 + --- + (377.8)]
(2155.1)
31 - S = 19225

SSE = SST o SSTmalmcnls - SSBlocks
= 480.31 — 178.17 — 192.25 = 109.89

S The ANOVA is shown in Table 4.4. Using a = 0.05, the

critical value of F is Fyygs.3,5 = 3.29. Because 8.11 > 3.29,
we conclude that extrusion pressure affects the mean yield.
The P-value for the test is also quite small. Also, the resin
batches (blocks) seem to differ significantly, because the
mean square for blocks is large relative to error.

Source DF Sum of Squares Mean Square F Ratio
Pressure 3 178.17125 59.3904 8.1071
Batch 5 192.25208 38.4504 5.2487
Error 15 109.88625 7.3257

C.Total 23 480.30958

Fak-1,(c-1)(v-1) = Fo.053,15 = 3.29 =

Fa.b—l,(k—l)(b—l) - Fo.os,5,15 =29 =

Fire
Fpiock = 5.25 > 2.9 then we reject HE'0*

= 8.10 > 3.29 then we reject HE™
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