Ch 10

Example (1)

You are a financial analyst for a brokerage firm. Is there a difference in dividend
yield between stocks listed on the NYSE & NASDAQ? You collect the following
data:

NYSE: n =21, X, =327, S =130
NASDAQ n, = 25 ) Xz = 2.53 ) Sz = 1.16

Assuming both populations are approximately normal with equal variances, is
there a difference in mean
yield (o = 0.05)?

Solution:

(0,& o0, unknown) (o; = 0,) t
Step 1: state the hypothesis:
Ho:prq = pp
Hytpy # Uy
Test is two-tailed test (key word is difference between 2 samples)

Step 2- Select the level of significance and critical value.

a = 0.05 as stated in the problem

it(%’n1+n2_2)=it(&zﬂ’zﬁzs_z):it(o.ozs 44)=+2.0154

-2.0154 2l

Step 3: Select the test statistic.



Use Z-distribution since the assumptions are met

2

(DS + (- 1SF (21-1)x 1.3% + (25 -1) x 1.16?

P n,—D+mn,—-1) 21-1D+(25-1)
3384322944 66.0944 L5021
B 44 44 T
Y,-Y
t = -

5;[L+L
oo,

3.27 — 2.53 0.74

= 2.040

fstar = T 1 0.3627

Step 4: Formulate the decision rule. (Critical value)
Reject Hyif  t.>2.0154 Or t, < —2.0154

Step 5: Make a decision and interpret the result.

220154 2.0154

Reject Hp at a = 0.05
There is evidence of a difference in means.

Since we rejected Hy can we be 95% confident that pnvse > Hinaspag?



95% Confidence Interval for Unyse - naspao

_ 1 1
(X1 —X,) =+ tapn jsg <n_1 + Tl—2> = 0.74 + 2.0154 x 0.3628 = (0.009, 1.471)

Since 0 is less than the entire interval, we can be 95% confident that pinyse >
MNASDAQ



Example (2)

Assume you send your salespeople to a “customer service” training
workshop. Has the training made a difference in the number of complaints
(at the 0.01 level)? You collect the following data:

Solution:

Number of | Number of
Salesperson Complaints | Complaints
Before After

C.B. 6 4
T.F. 20 6
M.H. 3 2
R.K. 0 0
M.O. 4 0

Step 1: state the hypothesis:

Ho: UD = 0

Hi: uD;tO




Step2: Select the level of significance and critical value.

to.0os = + 4.604

df.=n-1=4

Step 3: Find the appropriate test statistic.

Salesperso gémifnfs IC\:l:rr:;I:notz D (D _ 5) (D _ 5
a Before After | (X2-X1) | |
C.B. 6 4 -2 -2-(-4.2)=2.2 4.84
T.F. 20 6 -14 -14-(-4.2)=-9.8 96.04
M.H. 3 2 -1 -1-(-4.2)= 3.2 10.24
R.K. 0 0 0 0-(-4.2)=4.2 17.64
M.O. 4 0 -4 4-(-4.2)=0.2 0.04
Total -21 128.8
D= Z:" = _:1 =—4.2
e [FOCDE [
te = SDD =3 674_5‘;.2 = z._543:7 =-1.66
2.2361

Vn




Step 4: State the decision rule
Reject H, if
t. >4.604

or
t, <—4.604

Step 5: Decision Reject Ho

Do not reject Ho (tstw: IS Not in the rejection region)

There is insufficient of a change in the number of complaints.
Since this interval contains 0 you are 99% confident that up =0

Do not reject H,

-The Paired Difference Confidence Interval pp is:
Sp
Vn

5.6745

V5
= —4.2 +11.6836

—15.87 < i, < 7.48

Ap =D+ a2

= —4.2 1+ 4.604




Example (3)

Is there a significant difference between the proportion of men and the proportion
of women who will vote Yes on Proposition A?

In a random sample, 36 of 72 men and 35 of 50 women indicated they would
vote Yes

Test at the .05 level of significance
Solution:
Step 1: State the null and alternate hypotheses.
HO: 1 —n2 =0 (the two proportions are equal)
H1:nl —m2 #0 (there is a significant difference between proportions)
Step 2: State the level of significance and critical value.
The .05 significance level is stated in the problem.

iZg = 17005 = iZO.OZS
2 2

iZO.OZS - i196

Himy =1,
Himy #m,

Hyis
rejected

Hy is not
rejected

Hyis
rejected

025
/

-1.96 1.96 Scale of z




Step 3: Find the appropriate test statistic.

The sample proportions are:

Men: p1 =36/72 =0.50
Women:  p, =35/50=0.70

The pooled estimate for the overall proportion is:

X, +X, 36+35 71
n+n, 72+50 122

D=

(p1 — p2) — (m; — 13)

ZSTAT =
. Pa-m(E+m)

1

(.50 — .70) — (0)

\/.582(1 — 582) (712 + 510)

Step 4: State the decision rule

Z.>72,
Reject Hy if 2 Or

Z.<-Z

@
2

Z;>19%  Or 7z <-19

= .582

—2.20



Step 5:Decision Reject Ho

There is evidence of a significant difference in the proportion of men and women
who will vote yes.

The confidence interval for

T — T IS

p1(1—p1) N p2(1—p;)

1 n;

(p1—D2) £Zapn \/

The 95% confidence interval for my —m, ISs:

0.50(0.50) | 0.70(0.30)
72 50

(0.50 —0.70) £1.96 \/

= (-0.37,-0.03)

Since this interval does not contain 0 can be 95% confident the two proportions are
different.



Example (4)

You are a financial analyst for a brokerage firm. Is there a difference in dividend
yield between stocks listed on the NYSE & NASDAQ? You collect the following
data:

NYSE: n, =21 , S; =130
Is there a difference in the variances between the NYSE & NASDAQ at the

a = 0.05 level?

Step 1: state the hypothesis:
Ho: 6% = 6% (there is no difference between variances)

Hi: 6%, # 6% (there is a difference between variances)

Do not Reject H,
reject H,

Step2: Select the level of significance and critical value.
Find the F critical value for a. = 0.05:

Numerator d.f. =n; —1=21-1=20
Denominatord.f.=n,—1=25-1=24

Foz = Fo2s,20 24 = 2.33
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Step 3: Find the appropriate test statistic.
The test statistic is:

S2 1302
FSTAT = g = 1162 - 1256

Od—bd—b
Do not
reject H,

Step 4: State the decision rule
Reject Ho if Fstat > Fo2=2.33

Fstat = 1.256 is not in the rejection region, so we do not reject Hy
Step 5: Decision Reject Ho
There is not sufficient evidence of a difference in variances at o = .05

Do not reject Ho, there is insufficient evidence that the population variances are
different at o = .05

V' Ho o4 =c% (there is no difference between variances)

X Hi:o% #06% (there is a difference between variances)
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Cumulative Probabilities = 0.975

Numerator, df;

Denominator,
dfs 1 2 3 4 5 6 7 8 o 10 12 15 20
1 64780 79950 86420 89960 921.80 93710 94820 95670 96330 96860 97670 98490 [993.10
2 3851 3900 3917 39.25 3930 3933 39.36 39.39 39.39 3940 3941 3943 3945
3 17.44 16.04 15.44 15.10 14.88 14.73 14.62 14.54 14.47 14.42 14.34 14.25 14.17
4 1222 10.65 9.98 9,60 9.36 9.20 9.07 BOE B.90 B.84 B.75 B.66 B.56
5 10.01 B.43 1.76 7.39 T.15 6.98 6.85 6.76 6.68 6.62 6.52 6.43 6.33
6 B.81 7.26 6.60 6.23 599 5.82 5.70 5.60 552 546 537 527 5.17
7 8.07 6.54 5.89 552 529 5.12 4.99 490 4.82 4.76 4.67 4.57 4.47
8 7.57 6,06 542 505 4.82 4.65 4.53 443 436 430 4.20 4.10 4.00
9 721 571 508 472 448 4.32 420 4,10 4.03 396 387 an ial
10 6.94 5.46 4.83 4.47 4.24 4.07 3.95 3.85 3.78 3.72 3.62 352 3.42
11 6,72 526 4.63 428 4.04 3.88 376 3.66 3.59 353 343 333 323
12 6.55 5.10 447 4.12 3.89 373 36l 351 344 337 328 318 37
13 6.41 497 4.35 4.00 337 3.60 348 3.39 331 3.25 3.15 3.05 295
14 6.30 4.86 4.24 3.89 3.66 3.50 338 3.29 3.21 3.15 3.05 295 2.84
15 6.20 477 4.15 3.80 3.58 341 KW 3120 312 3.06 2,96 2.86 2.76
16 6.12 4.69 4.08 373 3.50 3.34 322 3.12 3.05 2.9 2.89 279 2.68
17 6.04 4.62 4.01 3.66 3.44 3.28 3.16 3.06 2.98 292 2.82 272 2.62
18 598 4.56 3.95 3.61 3.38 3.22 3.10 3.01 2.93 2.87 2717 2.67 2.56
19 592 4.51 390 3.56 333 3.17 3.05 296 288 282 2712 262 251
20 5.87 4.46 3.86 3.51 3.29 3.13 .01 291 2.84 277 2.68 2.57 246
21 583 442 382 348 125 309 297 2.87 2.80 27 2.64 2.53 242
2 579 4.38 378 344 322 3.05 203 2.8 276 2.70 2.60 2.50 2.39
7 575 435 175 341 318 302 200 2 8 273 267 257 247 23R
.’ 24 5.72 432 372 3.38 3.15 2.9 2.87 278 270 264 2.54 2.44 (2.33j
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Example (5)page 372 & 373

Waiting time is a critical issue at fast-food chains, which not only want to
minimize the mean service time but also want to minimize the variation in the
service time from customer to customer .One fast-food chain carried out a study to
measure the variability in the waiting time (defined as the time in minutes from
when an order was completed to when it was delivered to the customer ) at lunch
and breakfast at one of the chain’s stores. The results were as follows:

Lunch:n, =25 , S?=44
Breakfastn, = 21 , $2=1.9
At the 0.05 level of significance, is there evidence that there is more variability in
the service time at lunch than at breakfast? Assume that the population service
times are normally distributed
Solution
1)
Hy: 0% < 03
H,: 02 > o2

Fstat =2.3158

Do not Raiact H_

reiject H
Jeet Mo F0.05,24,20 —=2.08
2)
Fa,nl-l.nz—l = Fo.0525-1,21-1 = Fo.05,2420 = 2.08
3)
F, St —4'4—23158
stat T g2 719~ ™
4)

Reject H, if Fy;qr > 2.08
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5) because Fs;,: = 2.3158 > 2.08,you reject Hy.using a 0.05 level of
significance, you conclude that there is evidence that there is more variability in
the service time at lunch than at breakfast.
Reject the null hypothesis, there was a significant difference between two

variances (612 # 6,2 ). The test statistic will be use is Separate variance t-test

X

\/

Hy: 0f < 03
H,: 0 > o}

Upper-Tail Areas = 0.05
Numerator, df;
Denominator,
dfy 1 2 3 4 5 6 7 8 9 10 12 15 20 24
1 161.40  199.50 21570 22460 23020 23400 23680 23890 24050 24190 24390 24590 248.00 49.10
2 18.51 19.00 19.16 19.25 19.30 19.33 1935 19.37 1938 19.40 1941 1943 19.45 1945
3 10,13 9.55 928 9.12 9.01 8.94 8.89 8.85 881 8.79 8.74 8.70 8.66 .64
4 1.71 6.94 6.59 6.39 6.26 6.16 6.09 6.04 6.00 5.96 591 5.86 5.80 77
5 6.61 5.79 541 5.19 5.05 495 488 482 4.77 4.74 4.68 462 4.56 453
6 599 514 4.76 453 439 428 421 415 4.10 4.06 4.00 394 3.87 184
7 5.59 474 435 4.12 3.97 387 379 373 168 364 357 351 144 141
8 532 446 4.07 3.84 369 3.58 3.50 344 339 335 328 322 315 312
9 5.12 426 186 163 348 337 329 323 318 34 3.07 301 294 2.90
10 496 410 371 348 333 322 314 3.07 3.02 298 291 285 277 2.7
11 484 398 359 336 320 3.09 3.01 295 2.90 285 2.79 272 265 261
12 475 3.89 349 3.26 NG 3.00 291 285 2.80 275 2.69 2.62 254 251
13 467 181 341 318 3.03 292 283 277 2.71 267 2.60 2,53 246 242
14 4.60 374 334 311 2.96 285 2.76 2.70 2.65 260 253 246 239 235
15 4.54 168 329 3.06 290 2.79 27 264 259 254 248 240 233 229
16 449 363 324 3.01 285 274 266 2.59 254 249 242 235 228 24
17 445 359 3.20 2.96 2381 270 261 255 249 245 2.38 231 223 2.19
18 441 355 il6 2.93 277 2.66 258 2,51 246 241 234 227 2.19 215
19 438 3.52 313 2.90 274 263 2.54 248 242 238 231 223 216 211
I 20 435 349 310 2.87 27 2.60 2.51 245 239 235 228 220 212 (2.08
21 432 347 307 PR 268 2.57 249 242 237 231 25 2018 210 20
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Example (6)

An experiment has a Sigle factor with four groups and nine values in each group.
If SSA=752, SST=1250

Answer the following questions:

1) How many degrees of freedom are there in determining
the among-group variation?

2) How many degrees of freedom are there in determining
the within-group variation?

3) How many degrees of freedom are there in determining
the total variation?

4) What is SSW?

5) What is MSA?

6) What is MSW?

7) What is the value of Fy ?
Solution:

1) How many degrees of freedom are there in determining
The among-group variation?

c-1=4-1=3

2) How many degrees of freedom are there in determining
The within-group variation?

n-c=9-4=5

3) How many degrees of freedom are there in determining
The total variation?

n-1=9-1=8

4)What is SSW?
SST-SSA=1250-752=498
5)What is MSA?

15



752
6)What is MSW?

4
MSW = ——=99.6

7)What is the value of F;,; ?

i MSA _ 250.67
stat  MSW  99.6

= 2.52
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Example(7) (Slide 65-68)

You want to see if three different golf clubs yield different distances. You
randomly select five measurements from trials on an automated driving machine
for each club. At the 0.05 significance level, is there a difference in mean distance?

Club1 Club 2 Club 3
254 234 200
263 218 222
241 235 197
237 227 206
251 216 204
Total 1246 1130 1029
Mean 249.2 226 205.8
X =227
C=3 n=15
SSA=47164 , SSW=1119.6
Solution:
Source of variation Degrees of | Sum of Mean Squares F- ratio
(S.V) freedom Squares (S.S) | (MS)
Among groups c-1=3-1=2 | SSA=4716.4 MSA =SSA/c-1 | Fstat = MSA/
4716.4 MSW
2 23582
= 2358.2 ~ 933
T — - - = 25.275
Within groups n-c=15- SSW=1119.6 | MSW =SSW/n-c
3=12 1119.6
12
Total n-15-1=14 | SST=5836

Step (1) : State the null and alternate hypotheses :
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Ho : M1 = M2 = M3

Hi: Notall u; are equal(Not all the means are equal.).

Step (2): Select the level of significance (a =0.05)

Step (3): The test statistic

o MSA _ SSA/c—1 _ 47164/3 -1
STAT = MSW ~— SSW/n—c¢~ 1119.6/15 —3

Step (4): The critical value:

= 25.275

The degrees of freedom for the numerator (c-1) = 3-1=2
The degrees of freedom for the denominator (n-c) = 15-3 =12
Feo.os, 2,12) = 3.89
Step (5) : Formulate the decision Rule and make a decision

Fsrar (25.275) > F(g 05 2,12)(3.89)

C)‘—Dmlf—"—l?ﬁt—ﬂg—>

reject H,

Reject Ho at o =0.05
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