DISCUSSION 6
In the following multiple-choice questions, please indicate the correct answer.

1.
Correlation analysis is used to determine:

a. the strength of the relationship between x and y 

b. the least squares estimates of the regression parameters

c. the predicted value of y for a given value of x 

d. the coefficient of determination

2.
Given the least squares regression line 
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= 5 –2x:

a. the relationship between x and y is positive


b. the relationship between x and y is negative

c. as x increases, so does y
d. as x decreases, so does y
3.
Given the least squares regression line 
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 = -2.48 + 1.63x, and a coefficient of determination of 0.81, the coefficient of correlation is:

a. -0.85

b. 0.85

c. -0.90

d. 0.90

4.
Which value of the coefficient of correlation r indicates a stronger correlation than 0.65?

a. 0.55

b. -0.75

c. 0.60

d. -0.45

5.
If the coefficient of correlation is 0.90, the percentage of the variation in the dependent variable y that is explained by the variation in the independent variable x is:

a. 90%

b. 81%

c. 0.90%

d. 0.81%

6.
If the coefficient of correlation is –0.80, the percentage of the variation in y that is explained by the variation in x is:

a.  80%

b.  64%

c. –80%

d. –64%

7.
A regression analysis between sales (in $1000) and advertising (in $100) resulted in the following least squares line: 
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 = 75 +6x.  This implies that if advertising is $800, then the predicted amount of sales (in dollars) is:

a. $4875

b. $123,000

c. $487,500

d. $12,300

8.
If the coefficient of correlation is –0.60, then the coefficient of determination is:

a. -0.60

b. -0.36

c. 0.36

d. 0.40

9.
In the least squares regression line 
[image: image4.wmf]y

ˆ

= 3 - 2x, the predicted value of y equals:

a. 1.0 when x = -1.0

b. 2.0 when x = 1.0

c. 2.0 when x = -1.0

d. 1.0 when x = 1.0

10.
If all the points in a scatter diagram lie on the least squares regression line, then the coefficient of correlation must be:

a.  1.0

b. –1.0

c. either 1.0 or –1.0

d. 0.0

11.
In the simple linear regression model, the y-intercept represents the:

a. change in y per unit change in x

b. change in x per unit change in y

c. value of y when x = 0
d. value of x when y = 0
12.
The coefficient of determination 
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 measures the amount of:

a. variation in y that is explained by variation in x

b. variation in x that is explained by variation in y

c. variation in y that is unexplained by variation in x

d. variation in x that is unexplained by variation in y

13.
In the simple linear regression model, the slope represents the:

a. value of y when x = 0

b. change in y per unit change in x
c. value of x when y = 0

d.   change in x per unit change in y

14.
In regression analysis, the coefficient of determination 
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 measures the amount of variation in y that is: 

a. caused by the variation in x

b. explained by the variation in x

c. unexplained by the variation in x

d. both a and b are correct answers
15.
In a regression problem, if the coefficient of determination is 0.95, this means that:

a. 95% of the y values are positive

b. 95% of the variation in y can be explained by the variation in x
c. 95% of the x values are equal

d. 95% of the variation in x can be explained by the variation in y
16.
Consider the following data values of variables x and y. 

	x
	2
	4
	6
	8
	10
	13

	y
	7
	11
	17
	21
	27
	36



The data was analyzed using SPSS and the output is given below.

Required:

i. What is the value of the correlation coefficient?  
ii. State the regression equation.  
iii. State and interpret the coefficient of determination.

iv. Using the equation, estimate the value of y for x=9.  
	Descriptive Statistics

	
	Mean
	Std. Deviation
	N

	y
	19.83
	10.629
	6

	x
	7.17
	4.021
	6


	Correlations

	
	
	y
	x

	Pearson Correlation
	y
	1.000
	.998

	
	x
	.998
	1.000

	Sig. (1-tailed)
	y
	.
	.000

	
	x
	.000
	.

	N
	y
	6
	6

	
	x
	6
	6


	Variables Entered/Removedb

	Model
	Variables Entered
	Variables Removed
	Method

	1
	xa
	.
	Enter

	a. All requested variables entered.
	

	b. Dependent Variable: y
	


	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.998a
	.995
	.994
	.820

	a. Predictors: (Constant), x
	


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	.934
	.734
	
	1.272
	.272

	
	x
	2.637
	.091
	.998
	28.919
	.000

	a. Dependent Variable: y
	
	
	
	


17. The number of visitors and the average waiting time (in minutes) were considered to be the two key outcome dimensions of a bank. The data for the past five months were analyzed using SPSS and the output is given below.

Required:

v. What is the value of the correlation coefficient?  
vi. State the regression equation.  
vii. State and interpret the coefficient of determination.

viii. Using the equation, estimate the average waiting time if the number of visitors is 22. 

	Descriptive Statistics

	
	Mean
	Std. Deviation
	N

	waiting_time
	80.00
	8.337
	5

	visitors
	20.00
	3.162
	5


	Correlations

	
	
	waiting_time
	visitors

	Pearson Correlation
	waiting_time
	1.000
	.986

	
	visitors
	.986
	1.000

	Sig. (1-tailed)
	waiting_time
	.
	.001

	
	visitors
	.001
	.

	N
	waiting_time
	5
	5

	
	visitors
	5
	5


	Variables Entered/Removedb

	Model
	Variables Entered
	Variables Removed
	Method

	1
	visitorsa
	.
	Enter

	a. All requested variables entered.
	

	b. Dependent Variable: waiting_time


	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.986a
	.973
	.964
	1.592

	a. Predictors: (Constant), visitors
	


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	28.000
	5.083
	
	5.508
	.012

	
	visitors
	2.600
	.252
	.986
	10.331
	.002

	a. Dependent Variable: waiting_time
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