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Arduino and Android Powered Object Tracking Robot
Abstract

We have built a four wheeled robot with an Ardumirocontroller, specifically the Arduino Mega 2650
We have written Arduino and Android libraries tdoal an Android device to control the robot through
USB connection. The robot is designed to track abjby spinning left and right to keep the objecsight
and driving forward and backward to maintain a tamsdistance between the robot and the objecigdsa
are acquired through the camera of an Android @ewicich is attached to the robot. The camera &la¢id
to servos on the robot which allow the camera to grad tilt. Several image processing techniquesisee

to detect the location of the object being trackeithe images.

Two different kernel based trackers are implemetedndroid applications. One of them uses a color
based tracking method and the other uses a tenydatsl tracking method. Both applications use Adtro
OpenCYV library to help with the image processinge Experimental results of the robot using bothhoes
show robust tracking of a variety of objects underg significant appearance changes, with a low

computational complexity.
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INTRODUCTION

We have built a mobile robotic system for trackamgl following moving objects. Such a system prowide
important capabilities for assistance of humansvamious settings, e.g., home use, health care and
transportation. Tracking with mobile robots is ativee research area and many successful systeresieawn
developed, such as hospital assistance [5] andspeaetracking [6]. The reason for using a mobabot is
that a mobile robot can cover a wide area over @ik can reposition itself in response to the mardrof

the tracked objects for efficient tracking.

Tracking is not only important for mobile robotigssems but also for a number of applications. Misua
surveillance, motion capture and medical imagingeauire robust tracking of objects in real timiée task
of tracking becomes difficult to handle when thegé objects change their appearance and shading
conditions. Moreover, an important parameter of trecker is the computational complexity which
determines whether the tracker can be used irtirealapplications or not. The tracking methods usgthe

robot described in this paper overcome these niahenges.

To track an object, two Android applications whicte image processing technology were implemented.
The applications were installed on an Android dewitich was attached to a four wheeled robot paiveye
an Arduino microcontroller. The Android device ised to control the robot through the Arduino
microcontroller and process the images acquiredutiit its camera. All image processing tasks are
performed using the Android device without the nekdending the images to a server to performrtege

processing tasks.

One of the Android applications uses color basadking method and the other uses a template based
tracking method. The color based tracking methas wange thresholding and contour detection tedesiq
The template based tracking method uses Poweliactdiset method for object localization [2]. Both

applications use Android's OpenCYV library [1] tdgheith the image processing.
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The experimental results of the robot using theorcblased tracking method show robust tracking of
colored objects at an average frame rate of 25 dsamer second, which is sufficient for real-time
applications. The template based tracking methanbiso efficient for real-time applications duethe less
powerful processor in Android devices. However, éx@erimental results of the template based tragckin
method using a more powerful processor and a statjocamera show efficient tracking of any object
regardless the color and shape at an average fiatmef 80 frames per second, which is sufficientréal-

time applications. All experimenters show that mlot is a low cost, high performance robot.

The rest of the paper is organized as follows. iG&edt reviews related work. Section 11l describasr
robot and its components. Section IV shows howrairad device controls the robot. Section V dessib
the two methods used for tracking. Section VI shawus experimental results, and finally Section VII

concludes our work.

Il. RELATED WORK

Our project uses the Android Open Accessory Deveto Kit for communication between the Android
device and the Arduino microcontroller. The Ardumarocontroller can sense the environment by veegi
input from the Android device and can affect itsrgundings by controlling the motors and the Androi
device’'s camera attached to the robot. We modédredl expanded the concepts and the sample codgtm [7

establish the communication link between the Arig®vice and the Arduino microcontroller.

A number of tracking algorithms have been proposdte literature. The trackers presented in thisep
and used in our project are kernel based trackextshave gained popularity due to their simpliatyd
robustness to track a variety of objects in reaktiKernel based trackers can be classified [8]timee main
classes. (1) template trackers; (2) density-bappdaance model trackers; (3) multi-view appearamoeel

trackers. Our project uses the template tracketl@density-based tracker.
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Two different kernel based trackers are implementde first is color based tracking method. It uses
range thresholding and contours detection techsigu@ch are basic concepts in the field of digitahge
processing [8]. The second is template based trgakiethod that uses Powell’s direct set methoalipect
localization [2]. The Android's OpenCYV library ised to help with the image processing for bothkies In
our project, we did not include obstacle avoidamcecclusion handling. These two issues are le& fagure

work.

[11. RoBoT

The robot consists of the following components tratlisted with their online links in Appendix Ahis

section describes each component in detail.

Lynxmotion - A4WD1 Chassis

Lynxmotion - Off Road Robot Tires

Arduino - Arduino ADK R3

Pololu - 50:1 Metal Gearmotor 37Dx54L mm with 64RCEncoder

Sabertooth - Dual 12A Motor Driver

MaxBotix - MB1000 L\*MaxSonar EZ0

Lynxmotion - Base Rotate Kit

Lynxmotion - Pan and Tilt Kit

Hitec Robotics - S-422 Servo Motor

10.Tenergy Coporation - Li-lon 18650 11.1V 10400mAlcRargeable Battery Pack

© © N o g kM wDdPE

To give us the best flexibility, we built our robfsom scratch rather than purchasing a robot Kie T
chassis [Al] consists of an 8" x 9.75” aluminum dagth flat lexan panels on top and bottom. For the
wheels we used large 4.75” diameter off road rultives [A2]. The Arduino microcontroller is mounted
inside the robot. We chose to go with the Arduinegd 2560 ADK board [A3]. We chose this board beeaus
it is specifically designed to be used with the And Open Accessory Kit. The board has a USB A iplug

for plugging in an Android device. Figure 1 shotws Arduino Mega 2560 ADK board.
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Figure 1: shows the Arduino Mega 2560 ADK board

To power the wheels we purchased four 12v 50:1 gedors [A4]. The gear motors run at 200 rpm and
have a stall torque of 12 kg-cm. Each motor alse &abuilt in encoder to provide feedback to the
microcontroller on how far the wheel has turnedc&ese the Arduino microcontroller is not capable of
powering such 12v motors, we used a 12 amp duabmubiver [A5]. This motor controller allows the
wheels to be controlled in two independent set@rtler to steer the robot left and right we conegdioth
left wheels to one channel and both right wheelth&other channel. Figure 2 shows the gear maiads
motors controller used in our project.
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Figure 2: gear motors and motor controller

To enable the robot to detect obstacles while migiviorward or backward, we installed an ultrasonic
rangefinder [A6] in the front and rear of the rgbbigure 3. Because we wanted to detect large clesta

which the robot could not navigate over, we chosase a rangefinder with a wide beam pattern.
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Figure 3: ultrasonic rangefinder

To give the Android device range of motion, we atistd a rotating base [A7] on top of the robot.sThi
allows the Android device to rotate 180 degreeszbatally. On top of the rotating base we attachquhn
and tilt kit [A8] which held the dock for the Anddbdevice. This kit allows the Android device tt tip and
down. To power the rotating base and the pan #rkittiwe used several small servo motors [A9fFe 4

shows the rotating base, the pan and tilt kit &iedservo motor, respectively.

Figure 4: rotating base, pan and tilt kit and tkeys motor

As for the power supply we used an 11.1V 10.4 athpin ion battery [A10]. We employed a series of
splitters and switches to connect power from theebato the microcontroller and to the motor driieigure

5 shows the robot after installing all the compdseRor more pictures of the robot, see Appendix B.
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I'V. ANDROID

The Android device plugs into the microcontrolldathna standard USB A to USB mini cable. We created
two Android libraries that are used by our Andrajab. The video processing library retrieves rava diatm
the Android’s camera and passes this data to aeffawcessor one frame at a time. It is the jolhefftame
processor to analyze the data and detect the docafithe object in the given frame. The frame pssor
then invokes a method in the main Android applarativhich in turn uses the robot controller libraoy

control the robot.

Video
Processing Android
Library A n" rotl
cation
PP Robot
Android library that Frame Controller
facilitates processing the lication that is i
video from the device's Processor Inst;;‘l)lgd on the Android Li brary
camera. When initialized 5 device. Responsible for
the library will initialize the Fzg’ozrggsi?;;a Lgf)?;:gnsgfi;“e initializing fihe video Command to
Android OpenCV library Camera) Android library ‘{’racked 9 processing library with a Control Robot Sends commands to the
d establishin i
an 9 responsible for particular frame [Arduino microcontroller in
munication to the i
co processing each frame processor. Also the robot instructing th
device's camera. This i i gine
¢ and locating the object responsible for user robot to drive, spin, or
library is also responsible inside the frame. interaction (e.g., allowing y :

; move the attached
for displaying camera the user to select an Android device
preview on the screen object to track, displayingll
and, most importantly, feedback to the user).

capturing raw data from
camera's frames
create and share your own diagrams at gliffy.com @gl'ﬁg

Figure 6: Communication between the implementeadutibs
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A. Video Processing Library

The video processing library is an Android libragntains several classes for processing frames from
the Android's camera and passing the frame ddteetérame processor. When initialized, this libresj
initialize the Android OpenCV library and establisbmmunication to the Android device’'s camera.
OpenCV is an open source image processing libragjladle for Android as well as many other
platforms. In order to use the OpenCV Android Ifgran any part of an application, the library mbst
properly initialized. Initializing the library isugt “boiler plate” code and many frame processalisuse
the OpenCV library. It is for these reasons thatwitleo processing library takes it upon itselinitialize
the Android OpenCYV library. The video processitmydry accesses the camera on the Android device and

captures frames one at a time. The frames aresth@rio a frame processor for processing.
B. Frame Processor

The frame processor attempts to detect where tjextois located in the frame and then invokes a
method in the main android application, passingniormation obtained from processing the camera
frame. In this way multiple different frame proogsscan be written and can be swapped in and dug to
used with different Android applications. We haweplemented two frame processors that we have

included in the library. Both of these frame praoes are discussed in detail in the Section V.
C. Android Application

This refers to the main application that is ingtélbn the Android device. This application will uke
other libraries mentioned. This application is mspble for initializing the video processing libyavith
a particular frame processor. Also it is respormsibt all user interaction (e.g., allowing the useselect

an object to track, displaying feedback to the Juser
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D. Robot Controller Library

The robot controller library is an Android librasyhich provides an object oriented interface for
controlling the robot from within an Android apmiton. The library works by establishing a USB
connection between the Android and the Arduino adontroller. Once the connection is establishesl, th
library exposes a set of methods that can be céited any Android code through a Robot class. The
seven primary methods exposed by the Robot classxgtained below.

1) Drive Forward / Backward

This method accepts a speed (0 — 100) as an argues tells the robot to drive forward or

backward indefinitely. The robot will only stopitfdetects that it will collide with an obstacle ibit

receives another command.
2) Travel Forward / Backward Distance

This method accepts a speed (0 — 100) and a dés{@meentimeters) as arguments. The robot will

drive forward or backward, but will use its driveotor encoders to stop once it has travelled the

specified distance. The robot will also stop idétects that it will collide with an obstacle oritif
receives another command.
3) Spin Left / Right

This method accepts a speed (0 — 100) as an arguifies tells the robot to spin left or right

indefinitely. In order to do this, one set of wiseétither left or right) rotates forward while tbther

set of wheels rotates backward.

4) Rotate L eft / Right

This method accepts a speed (0 — 100) and a démgee 45°, 180°, 360°, 720°) as arguments. The

robot will spin left or right, but it will use itdrive motor encoders to stop once the robot hagewt

according to the specified degree.

10



Arduino and Android Powered Object Tracking Robot

5) Rotate Android Horizontally

This method accepts a degree (0 to 180) as an arguithis will rotate the base the Android rests on
6) Tilt Android Vertically
This method accepts a degree (0 to 180) as an arguithis will turn the servo holding the Android
dock which will cause the Android to tilt up or dow
7) Track Object
This method accepts a rectangle as an argumerd.méthod should be called once for each frame
processed. The rectangle should represent theinated of the object being tracked in the processed
frame. This method works by analyzing the rectampglesed in and comparing it to the center of the
frame and to an original object rectangle. The tattempts to keep the object centered in the frame
By comparing the rectangle to the center of then&dhe robot can determine if should tilt or rotiie
Android device or if it should spin its wheels in affort to center the object. By comparing the
rectangle to the original object rectangle, theototan determine if the object is getting bigger or
smaller, (i.e. if the object is moving closer orther away). This will dictate whether the robotlwi
drive forward, backward, or remain stationary. Whaigking an object, the robot maintains an interna
state. Each time the track object method is cdtdede per processed frame) the robot acts accotading

its current state and regarding the rectangle passethe method.

When driving forward and backward the robot usgsr@portional control method to keep the robot
driving in a straight line. One side of the robeiti{er left or right) is marked as the master d@ldther side
is marked as the slave. The robot uses its drivemamcoders to detect the rotations of the mastdrslave
sides of the robot. Periodically, the robot willllpine encoders and make adjustments to the spetto
motors. The slave side motors remain unchangedhbunaster side motors are adjusted in an effdceep

the robot traveling on a straight line. For exampléhe master side motors have rotated more tharslave

11
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side motors, then the master side motors are slolweah. If the master side motors had rotated leas the

slave side motors, then the master side motorsdimaite their speed increased.

In addition to calling these methods, an Androigla@ation can also add a listener to the robot\aiticbe
notified periodically of the status of the rangefn. The rangefinder statuses are given in cergirmethich
represents the distance between the sensor andvankobstacle. The following diagram, Figure 7,hs t

state diagram of the robot.

Lost

"

K The object is not found in the
processed frame.
The robot spins around in a circle
until it relocates the object. The
robot begins spinning in the
direction the object was last
traveling.
Forward / Backward No Move Left / Right
The object being tracked is found in The object being tracked is found The object being tracked is found
the frame and is centered both in the frame and is centered both in the frame and is centered
yemcally and horizontally, butis § vertically and horizontally and is vertically, but it is not centered
either further away or closer to the N the desired distance away from th D horizontally
robot than desired distance robot. 1
) The robot spins left or right to
The robot drives forward or This is the desired state. The horizontally center the object in the]
backward to acheive the desired robot will not move. frame.
distance between itself and the
Up / Down
The object being tracked is found
in the frame, but it is not centered
L] vertically
The robot tilts the Android device
up or down to vertically center the
object in the frame
create and share your own diagrams at gliffy.com @gliﬁg

Figure 7: The state diagram of the robot
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V. TRACKING

When the android device is ready to process tmedsareceived from the camera, the task now is hew t
frames are processed to identify the new positioth@ tracked object. In our project we used twitedent
methods for object tracking: color based tracking éemplate based tracking. Any new methods can be
easily added to the system since the system istbude extendable. Both of these methods will iseussed

in detail in this section.

A. Color Based Tracking Method
The method starts from the first frame when the tmeches the object that is wanted to be tracked o
the android device screen. The result of the waeattis an RGB pixel. Using only one pixel to detiere
the target color is not sufficient. So we defin@ached rectangle by including four neighbor piXetsn
each side, i.e., forming 9 x9 rectangle. Thenttluehed region will be converted from RGB colorspa
to HSV color space. After producing the HSV touchiedion, the average of each component (hue,

saturation and value) is computed among all thelpix the touched region, called average touches.p

Looking for the exact values of the average toughigdl in the next frame is not a practical way to
identify the new position of the tracked object.efdfore, minimum and maximum values should be
defined for each component in the average touclresl. fColor radius for range checking in the HSV
color space is used for each component. We usediasraf 25 for hue and 50 for both saturation and
value. Instead of comparing the pixels in the pseed frame with only one value for each component
(average touched pixel), we compare with a rangehfes for each component. The result of this step

having lower bound and upper bound values forhiheetcomponents of the average touched pixel.

When the second frame is ready to be processeltdifly the new position for the tracked objece th

following steps are applied on the frame:
1. The frame is downsampled twice by rejecting evevsrand columns.

13
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2. The result of step 1 is converted to HSV colorcgpa
3. “In Range” [1] function is applied on the result step 2. A function called “in Range” produces
binary image where 1 means the pixel’s componehiegalay in the range of the upper and lower

bounds of the average touched pixel and 0 meangite¥s component values don’t lay in that

range.
4. The binary image is dilated.
5. The contours are found.

The contour that has the maximum area will be sefeas the next position of the object. The
aforementioned steps are applied for each frame Whole tracking algorithm is summarized as

flowgraph in Figure 8.

Average touched pixel
Define a range (max Object Selection
and min)
Fetch Next Frame Find contours
Downsampling Dilation
To HSV Apply InRange

Figure 8: The flowgraph representation of colordaasacking method.
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B. Template Based Tracking Method
The previous method can only track a fully colo@gect. The method discussed in this section
overcomes the previous method since it can tragkolfect regardless its color and shape. The method
starts from the first frame when the user fits tigect that is wanted to be tracked in a template
(rectangle) on the android device screen and dectalstart tracking the object. The original tenplaf
the will be saved for future use in next framese Text frames will go through three steps: object

localization, object scaling handling and tempkdaptation.

1. Object Optimized Localization Using Powell’'s Gradidscent Method
The template based tracking method uses Powetkstdset method [2] for optimized localization
of object in every frame since the brute-force deanethod, which uses Image Similarity Measure
(ISM), is computationally complex and inefficiers well. To reduce the number of ISM operations,
we use Powell’s gradient ascent method for optimgizhe object search. Many tracking systems [4]
and medical image registration [3] use the saméogetThe steps of object localization are giving as

follows [4]:

* Step 1: Select rectangular target region (Template, Tthanfirst frame and letx, y,) be its

center andhx andhy being its width and height, respectively.

» Step 2: Initialize step-sizeg = 3 and fetch the next frame.

* Step 3: Compute Mean Absolute Difference (MAD) as given Equation 1 between the
template T and each of the five candidates (C) Haftisg center of the rectangle to five
position: (xq,v0) ,» (xo £0,v0) , (x0,y0 £ 0). Let C; be the candidate that has the

minimum MAD and let(x;, y;) represents its center.

o Step 4: If (xq,y,) is same aéx,, yy) , then

15
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o If o is greater than 0, redueeby one and go to Step 3.

o If o is equal O, it means the object is localized kg host likely target-region. The
template may need to be processed through scatidgdaptation as described in the

subsequent sections, then go back to Step 2 forfraene.

If (x1,y1) is not equal tdx,, v,), then setx,, y,) equal to(x,, y,) and go back to Step 3.

Zx,y|T(xJ’)_Ci(x'y)|
hx -hy

MAD =

;i =1,..,5 (1)
2. Object Scale Handling
Object Scaling is performed only if the Normalizétbss Correlation (NCC) between template, T,
and selected candidate regiép,,, is above a threshold which was fixed to 0.8. Nugmalized
Cross Correlation (NCC) is given by Equation 2 vehef anduC,,;, are the mean intensity values of

template, T and selected candidate redigj,, respectively. Scaling can be done as follows:

» Step 1: Scalinghx andhy of the selected candidate region4%%. The aspect ratio and the

center of the selected candidate region must bsaime as before.
» Step 2: Resizing template, T, to match the rescaled citeiregions.

» Step 3: Compute MAD between resized templates and eadlesmonding rescaled candidate

regions.

» Step 4: The one that minimizes MAD will be selected atgbadhe template, T will be replaced

with corresponding resize template.

NCC = 2520 BREGT () =T [Comin (63)~HComin]

h 1 h 1
JZ Y SR ST (x,y)—puT] JZ Y R Cmin oY) —HC min]

(2)
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3. Template Adaptation
As the case in object scaling, template adaptasigrerformed only if NCC is above a threshold
which was fixed to 0.8. Template adaptation israpdrtant task in tracking objects that change their
appearance. So template adaptation will try to keepemplate, T, up-to-date. Template adaptation
can be done using Equation 3 which is a weighed @urasized template, T, and selected candidate

region,C,,;, Wherea for our simulation was fixed to 0.9.

T(x, y) = aT(x, y) +(1- a)Cmin(xl y) (3)

VI. EXPERIMENT

In this section, we present the experimental resofitour robot by tracking different objects usihg
tracking methods discussed above. The source ddtie tbraries implemented in this project wasagaled
to Google code and linked in [C1]. A video madenfrone of the experiment in this section was also

uploaded to YouTube and linked in [C2].

A. Using Color Based Tracking Method
This method was implemented in OpenCV for Andraid axperimentation has been performed on
the robot that uses a Galaxy Note (android deviith w4 GHz dual-core processor) to record and
process the frames. The robot can track any fallgred object using the color based tracking atbori
at an average frame rate of 25 frames per secdmdhws sufficient for real-time applications. Fig
shows a sequence of frames while the robot is ittigcx green ball. Figure 10 shows a sequence of

frames while the robot is tracking a blue ball.
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Figure 9: Sequence of framames of tracking a greéin ba

Figure 10: Sequence of frames of tracking a bllle ba

B. Using Template Based Tracking Method
When we run the robot to track objects using tetedb@ased tracking algorithm, the robot sometimes

loses the tracked object. The reason is that thelege based tracking algorithm demands more
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powerful processor than the Galaxy Note’s procesdue robot would not lose the tracked object anly

the object moves slowly.

To test the template based tracking algorithm &rthve run it on a PC with a 3.2 GHz Core i7
processor, a 9 GB RAM and a webcam for recordirige @lgorithm can track any rectangular target
region specified by the user at an average frateeofeB0 frames per second, which is sufficientréail-
time applications. The red rectangles in the follmpfigures are the templates that need to be éxhck
Figure 11 shows a sequence of frames where thieettaabject is a toy car controlled by radio frequen
remote control. Figure 12 shows a sequence of Banere the tracked object is a human eye. Figure

13 shows a sequence of frames where the trackedtabja toy rabbit.
Figure 11: Sequence of frames of tracking a toy car

k]
1
9
‘ -
B

Figure 12: Sequence of frames of tracking a hunyan e
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Figure 13: Sequence of frames of tracking a rablit

VII. CONCLUSION

This paper describes a four wheeled robot builha Arduino microcontroller controlled by an Andto
device for tracking and following moving objectsndkoid and Arduino libraries are implemented toll
an Android device to control the robot. The Andrdielvice is also used to process the images acquired
through its camera. For image processing in th@gae of tracking moving objects, two different ledrn
based trackers are implemented as Android apmitsiticolor based tracker and template based tratker
experimental results of the robot show robust iragkof a variety of objects undergoing significant

appearance changes, with a low computational codtyle
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APPENDIX A (MAJOR COMPONENTS)

[1] Lynxmotion - AAWD1 Chassis

[2] Lynxmotion - Off Road Robot Tires

[3] Arduino - Arduino ADK R3

[4] Pololu - 50:1 Metal Gearmotor 37Dx54L mm with 64RCBncoder

[5] Sabertooth - Dual 12A Motor Driver

[6] MaxBotix - MB1000 LV-MaxSonar EZ0

[7] Lynxmotion - Base Rotate Kit

[8] Lynxmotion - Pan and Tilt Kit

[9] Hitec Robotics - S-422 Servo Motor

[10] Tenergy Coporation - Li-lon 18650 11.1V 10400mAlcRargeable Battery Pack
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APPENDIX B (PICTURES)

(1]

(2]

(3]
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APPENDIX C (SOURCE CODE AND EXPERIMENT VIDEO)
[1] The Source Code of our project

http://code.google.com/p/android-arduino-objectkiag-robot/

[2] One of the Videos of the Robot Experiments
http://youtu.be/mw__gOjdyYI
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