c) Show that B = {t? +2,—t+ 1,2t — 1} is a basis of the real vector space P,(t) of all polynomials in real
variable t having degree < 2. Then find the coordinate vector of the polynomial t* + 3t + 3 with respect to the
basis B.

12 0 110
M LtA=[00 1 1 21
24 -1 10 2

(i) Find a basis B for the column space of the matrix A.

(i) Show that B is a basis for R3.

Question 3 : [7 pts]
Consider the following inner product on R3.

(x,y,2), x,y,2")) = 2xx" + yy' + 2z +xy' +xy.
Let u; = (—1,1,2), us = (—1,¥,2) and uz = (2,1, —2).
(a) Find the values of z so that ||Jui]| = 1.
(b) Find the values of z, ¥ so that t(}z}s(ﬁh ) = (), where # the angle between %y and 9.

¢) Find the values of z, 1. 2 so that the set K = {1, 1o, ug} is orthogonal.
» 45 1, 42,03 B



Question 5 : [5pts]
1. Let £ be the subspace of the Euclidean inner product space R3 spanned by
{v =(1,1,0),v0 = (1,1,1) }.
Use Gram-Schmidt process to get an orthonormal basis of F'.
2. Let R3 be the Euclidean inner product space and © = (1,-1,1),v = (2,0,-2)
in R3.
(a) Find ||u + v
(b) Find cos 0, if 0 is the angle between the vectors 1 and v.



7) If § = {1+ z,2+ z,2°} is a basis for Py and the coordinate vector of p(z) € Py is
(p)s = (1,2,3), then p(z) is

(a) 1+ 2z + 322 || (b) 342z + 322 || (¢) 5+ 3z + 322 || (d) None of the
previons

8) If B is a 5 x 7 matrix and null (B) = 3, then null (B”) equals

(a) 2 (b) 5 () 3 (d) 1




9) If v; = (a,1,2,6) and vy = (2,2a,1, —1) are two orthogonal vectors, then

(a)a=1

(b) a= —1

(c)a=0 (d) None of the
previous

10) If B is a 3 x 3 matrix with det B = 2, then

(a) nullity (B) = 2,
rank (B) =1

(b) nullity (B) =0,
rank (B) =3

(¢) nullity (B) = 3,
rank (B) =3

(d) None of
the
previous




II) A‘) LEt S_ {Ul = (172723 l}lv:;_ (:{,676?3),1}3_ (4!9,974)?1;1_(53839, 5)}.
i) Find a subset of § that forms a basis for span(5).
ii) What is the dimension of span(S)?



B) Let B = {u; = (1,0,0),v3 = (1,1,0),v3 = (1,1,1,)}
i) Prove that B is a basis of R®.
ii) If v = (0,—1,—1) € R?, find the coordinate vector (v) .
iii) Find the vector w € R?, if its coordinate vector is (w)p = (2,1, —2).

1 1 2 1
[V] A. For A= 1 1 1 1 , evaluate
1 -1 -1 1

(i) rank(A)
(i) nullity(AT)



Question 2 [Marks: 2.5]:

Let B={(1,00),(01,0)(00,1)} and € ={(1,0,0),(0,1,0),(0,0,1)} be
bases of Euclidean space R® and u = (3,2, 1). Find the fransition matrix -Pg and
the coordinate vector [u].

Question 3 [Marks: 2]:

Let A be 4 x 3 matrix with rank (A) = 3. Find nullity (AT).

Question 4 [Marks: 2]:

Explain! why the function < (x1,¥1,21), (X2, ¥2,23) > = 2x1¥, + ¥2 + 22425 Is not
an inner product on R3.



(iii)

(iv)

(v)

Which one of the following vectors in Euclidean space R3:
-1 1

-1 1 1 1 1 -1
Uy = (O’\-TZ‘ \ITZJ’ Uz = (0, E’ 1.{_2)’ Uz = (0, 1."'_3’ xTS) and Uy = (0, E, *J'_3)
is orthogonal to both vectors v; = (1,—1,1) and v, = (1,0,0)?

If 6 is the angle between the matrices 4 = [_21 ;1:] and B = [_43 ;] with respect to the
inner product < 4, B > = trace (ABT), then cos @ is:

1 1 15
a) \_"3 b} E C} Z«.Tﬁ d) 0.

The value of k for which the vectors u := (uy = 2, u2l= —Nandv:=(vy=1,v, =3)

in B? are orthogonal with respect to the inner product (1,v) = 2u,v; + ku,v, is:
a) = b) 3 ) = d)
vz 2 2430 3’
If B ={(2,1), (—3,4)}and C = {(1,1), (0,3)} are bases of R?, then the transition

matrix gPe from Cto B is:
a) {:f"ll :/‘lll B) Zf{ll zlfl‘l] ) :f('ll jxl'll d) i/‘ll Zf{ll]_
f’?.l 1{11 {{11 J{‘1‘1 1!11__!1'1 Aj‘ll {{11



1I. Determine whether the following statements are true or false; justify your answer.

(iv)  If w,v and w are vectors in an inner product space such that (u,v) =3, (vw)= —5,
(uuw) = —1and ||u|| = 2, then {u — 2w,3u + v) = 25.



1100 11 0 0 2
. AT : . lo111 o111 41 ,
Question 2 [Marks: 2+2+2]: Consider the matrices 4 = 101 2|dB={] o 1 3 | Them
1112 11 1 2 -2

b) Show that nullity(A) = nullity(B).
c) Find a basis for the null space N(B).

Question 4: [Marks: 2+4]

a) Letu and v be any two vectors in an inner product space. Show that:
2([ull® vl = llu+vll* + [lu - v
b) Let the set B := {u; = (1,0,0),u, = (3,1, — 1),u; = (0,3,1)} be linearly independent in the

Euclidean inner product space R?. Construct an orthonormal basis for R® by applying the Gram-
Schmidt algorithm on B.
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